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Introduction

This contribution proposes a mechanism by which the per-PDP policing could be implemented at GGSN without the scalability issues.

DISCUSSION.

SA-010960(Cisco) presented that adding per-PDP context policing at the GGSN has drastic impact on the performance of GGSN and the number of flow policers and conditioners makes the problem similar to the scalability problem of  the classical intergrated service. As a result, Cisco proposed doing aggregate class based policing at GGSN 

Our understand is that there is no scalability problem of per-PDP policing at the GGSN if a new packet classifier mechanism is adopted in the "gate" implementation of GGSN and the time cost of our per-PDP policing is the same as that of aggregate class based policing proposed by Cisco. 

The scalability problem of per-PDP policing arises due to two facts. The first is the scalability problem of  implementing the IP 5-tuples packet classifiers for millions of policy rules. The second is the performance and resource requirements for running the policy action (such as token-bucket based metering, policy action).

Classification may, in general, be based on an arbitrary number of fields in the packet header. Performing classification quickly on an arbitrary number of fields is known to be difficult, and has poor worst-case performance. And the classification algorithms fail to support to large number of rules, e.g. it is said that RFC(Recursive Flow Classification) algorithm appears to be practical for up to 15,000 rules[1]. Fortunately, the 5-tuple based packet classifier is unnecessary for identifying the policy rule at the GGSN because the IP packet can be classified by the TEID of the GTP tunnel which carries the IP packet. In other words, the TEID could be used as the identifier of the per-PDP policy rule. Even if the policy/gate (Authorizae Qos/Revoke QoS authorization) is for serveral  PDP contexts, a simple table can be used to map the TEID to the real identifier of the policy rule. The above mechanism is the same for both of the downstream and upstream at Gi interface. By the way, the time cost does not increase as associating each IP packet with the TEID of the GTP tunnel is also needed during forwarding IP pakcets between the Gn/Gp interface and Gi interface.

Since the policing operation should be done for each IP packet, the time cost  is the same for both of aggregate class based policing and per-PDP context policing, except that the TEID classifier replaces the 5-tuple classifier. The only problem is that per-PDP policing requires more memory to store the information of millions of policy actions ( such as token-bucket based metering) than that of aggregate class based policing. But the experience shows that it costs only 32 bytes to implement one token-bucket based CAR(commit access rate). Then, the memory requirement of supporting policying of 1000,000 PDP contexts is about 32M RAM, which should not result in any serious scalability problem at the hardware platform of GGSN. 

On the other hand, the per-PDP policing does not raise any problem with respect to bandwidth consumption attack like the aggregate class based policing in SA-010960. Because the bandwidth of each IP flow has been monitered by the per-PDP policing.

Proposal.

It is proposed to replace the 5-tuples classifier with TEID classifier in the "gate" specification of TS23.207. As a result, there is no scalability problem in the implementation of per-PDP context policing in the GGSN.
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