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Abstract of the contribution: This contribution triggers discussion on the usage of AI model in 5G system.
1 Introduction
In R16, to support network data analytics services, we have already defined the analytics exposure function and data collection function in NWDAF. To support the procedures of network data analytics, we need AI (Artificial Intelligence) models to analyse the collected data.
This contribution tries to introduce the usage of AI model and proposes the key issues which are supposed to be discussed in the 3GPP meeting.
2 The usage of AI model
2.1 Introduction
AI model refers to models created with certain AI algorithms. It learns knowledge from the historical data during training stage and then can be used to generate predictions on new data during inference stage.
NOTE: How to derive the algorithm of AI Model and its related feature parameters are out of the scope of 3GPP.
Usually, to leverage AI models in 5G network, we need to consider the following features related to AI model as shown in Figure 2.1-1.
· Data Lake：saving the collected data from the underlying network to train and test AI Models, e.g. the history data from underlying network.
· Real-time Data Collection：The collected data from underlying network for analytics.
· AI Model Training Engine：An environment for training and testing AI Model. AI model Training Engine allows AI model to adapt to dynamic network environments where a variety of conditions may change (e.g., air interface conditions, UE position, network capabilities and resources).
· [bookmark: OLE_LINK1]AI Model Repository：Storing the trained AI Models. If necessary, we can directly invoke AI Model in AI Model Repository.
· AI Model Inference Engine：An environment for running AI Model with input data in order to obtain the inference result.
· AI Model Management：Management and monitoring AI Model related information, such as:
· AI Models related information, e.g. AI Model file, AI Model I/O parameters, Version, etc.
· AI Model status, e.g. running or stop status, times of be invoked, etc.


 
Figure 2.1-1: the usage of AI model
Before using an AI Model that meets our requirements (e.g. accuracy), we should train the AI Model first. The Sample Data and Real-time Data could be used to train AI Model in the Training Engine. After training, the trained model could be stored in AI Model Repository, so when we need to use the AI Model, we could invoke the model from AI Model Repository conveniently.
When we receive an intelligent service request, we invoke an AI Model from AI Model Repository and collect real-time data from the underlying network. Using the AI Model running in the Inference Engine with the real-time data, we could obtain an inference result.
2.2 Discussion what is necessary in NWDAF
As description in Clause 2.1, AI Model Training Engine, AI Model Repository and AI Model Inference Engine are related to AI Model deployment. 
NWDAF need to deploy AI Model Inference Engine, so that NWDAF could run the AI Model and obtain the inference result directly.
Since the network environment continues to change (e.g., air interface conditions, UE position, network capabilities and resources), the performance (e.g. prediction accuracy) of AI Model may change too. An AI Model Training Engine also needs to be deployed for training AI Model, so that the AI Model could adapt to the dynamic network environments.
[bookmark: OLE_LINK2]In R16, we have already define several analytics services, which means that NWDAF needs the same number of AI Models at least. An AI Model Management is necessary for NWDAF, the feature of AI Model Management may include:
· Management of AI model lifecycle, e.g. start/stop/restart/update/delete the serving model.
· Management of AI Models related information, e.g. AI Model file, AI Model metadata including I/O parameters and other information about the capability of the model, Version, etc.
· Monitoring of AI Model status, e.g. running or stop status, performance metrics, status of being invoked, etc.

3 Proposal
It is proposed to add a new key issue about how to use AI mode to 5G network (e.g. AI Model Inference Engine, AI Model Training Engine, AI Model Management, etc.).

* * * Start of first change * * * All new text
[bookmark: _Toc500949091][bookmark: _GoBack]X.X.X	Key Issue X: < the usage of AI model >
X.X.X.1	Description
Currently, we have already defined the analytics exposure function and data collection function in NWDAF. 
However, to support the procedures of network data analytics, we need AI (Artificial Intelligence) Models to analyse the collected data. AI model refers to models created with certain AI algorithms. It learns knowledge from the historical data during training stage and then can be used to generate predictions on new data during inference stage. 
In this key issue, the following features related to AI model need to be studied:
· Data Lake: saving data collected from underlying network directly or via NWDAF, so that it can be used for AI Model training. 
· AI Model Training Engine: an environment for training and testing AI Model. AI model Training Engine allows AI model to adapt to dynamic network environments where a variety of conditions may change (e.g., air interface conditions, UE position, network capabilities and resources).
· AI Model Repository: storing the trained AI Models. If necessary, we can directly invoke AI Model in AI Model Repository.
· AI Model Inference Engine: an environment for running AI Model. Running the AI Model with input data, we could obtain the inference result.
· AI Model Management：management and monitoring AI Model related information, such as:
· Management of AI model lifecycle, e.g. start/stop/restart/update/delete the serving model.
· Management of AI Models related information, e.g. AI Model file, AI Model metadata including I/O parameters and other information about the capability of the model, Version, etc.
· Monitoring of AI Model status, e.g. running or stop status, performance metrics, status of being invoked, etc.

X.X.X.2	Requirement
NWDAF may be able to save the collected data.
NWDAF may be able to analyze data directly.
NWDAF may be able to train and update AI Model.
NWDAF may be able to manage AI Model related information such as AI Model file, AI Model status.
* * * End of the changes * * * 
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