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Abstract of the contribution: This contribution discusses the principle of 5G virtual bridge port configuration. We address the editor’s note in clause 5.28 of TS 23.501.
. 
1. Introduction
S2-1902897 “5GS logical TSN bridge management” has been agreed in SA2 #131 meeting, but some open issues and editor notes need be further discussed and resolved. 
 “Editor’s Note: The details on the binding information in the UE is FFS.”
This paper discuss the following open issue: the principle of mapping between 5GS capabilities and bridge ports configurations.


[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]2. Discussion
In principle, a 5GS virtual bridge should emulate the behaviors of a TSN bridge in order to facilitate its integration with TSN system, and minmize the impact to other TSN entities (such as CNC, CUC, end-staions and other bridges).
The resource mangement of a TSN bridge is based on port configuration which is defined as different managed objects. The port configuration object models the operations that modify, or inquire about, the configuration of the ports of a bridge, which supports the ability to dynamically create and/or delete ports.
When a 5G virtual bridge is configured, the TSN AF binds the TSN ports with PDU sessions in the UE side, and binds TSN ports with physical UPF/TT ports in UPF side. 
According to the bridge management specified in IEEE P802.1Qcc [xx], and IEEE P802.1Qbv [xx], one TSN bridge port can be configured with one configuration table for each traffic class, includes bridge delay, and traffic scheduling etc. The maximum number of traffic classes in a TSN port is eight. 
When 5GS is integrated into TSN, the bridge port exposed to CNC should be configured to support the requested traffic classes. TSN traffic classes are mapped into 5G QoS flows for the transmission inside a 5G system (from UE side to PSA UPF side). The mapping table between TSN traffic class and QoS flow is pre-configured or based on dynamic policy control. 
A single TSN network may carry variety of time-sensitive data streams, but the allocation of resources should be centrally managed in CNC. CNC can reserve the resource for a stream based on the differentiation of traffic classes. 5G virtual bridge may only aware of the existence of traffic classes, but not streams. 
[bookmark: _GoBack]In a 5G virtual bridge,each traffic class is mapped into a QoS flow. However, if there is a need to differenciate traffic classes within the 5GS, then different traffic classes cannot be mapped to the same QoS flow. 
The total number and parameters of the QoS flows can be configured based on UE subscription, MNO’s policy, AF request or pre-configuration. Figure -1 shows an example of PDU session based TSN ports configuration. 
[image: ]
Figure 1. Example of PDU session based TSN port configuration


3. Proposals
Following principles of of 5G bridge ports configuration is proposed:
Proposal 1: When a 5G virtual bridge is configured, the TSN AF binds the TSN ports with PDU sessions in the UE side, and binds TSN ports with physical UPF/TT ports in UPF side. 
Proposal 2: In a 5G virtual bridge, each traffic class may be mapped into a QoS flow. In case the traffic classes needs to be differentiated within 5GS, then the different traffic classes can not be mapped into same QoS flow.


CR in S2-1903366 incorporates the proposals in TS 23.501.
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