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Proposal

It is proposed to update TS 23.793 as follows.
FIRST CHANGE
7
Evaluations and conclusions
7.1
Evaluations
7.1.1
Evaluations for Key Issue #1

Key issue#1 (Overall Architecture for traffic Steering/switching/splitting between Multiple Accesses) requires solving major aspects, which are summarized below. Each solution is studied with regards to how it answers to each of these aspects. 

7.1.1.1
Criteria for the evaluation of solutions wrt Key Issue #1

Main criteria to evaluate a solution with regards to Key Issue #1 are listed below:

-
UL/DL independence: Whether the solution allows traffic steering/switching/splitting independence for uplink and for downlink traffic. This is particularly important as there are already use cases optimizing downlink throughput using WLAN, while uplink traffic is optimized in using 3GPP radio only: indeed, WLAN is rather problematic in uplink because of potential access collisions. This means that decisions for traffic steering/switching/splitting in uplink are taken by the UE, while decisions for traffic steering/switching/splitting in downlink are taken by the network.

-
What information is used to take decisions for network traffic steering/switching/splitting. This is a key topic. It comprises two types of information:

-
Information required to select the convergence method for a particular flow, and

-
Information contained in the access measurement reports required to decide traffic steering/switching/splitting by the peer entity. Note that these measurement reports are not needed for MP-TCP or MP-QUIC convergence L4 methods.

The solution will be evaluated according to following criteria with regards to required information:

-
The solution should allow for providing the UE and the network with sufficient information (ATSSS rules) to determine:

-
Rules for Convergence Methods: which convergence method to be used for a given data flow. The solution should allow some flexibility to incorporate new convergence methods in the future.

-
Rules for Traffic Distribution: how to distribute the traffic: the preferred access, the forbidden access, the objectives of global traffic distribution, etc.

-
Way for providing ATSSS rules: Whether ATSSS rules should be provided via NAS or via a new user plane protocol. Is there a need to provide ATSSS rules frequently? If no, then NAS is the simplest way.

-
UE implementation independent thresholds/measurement reports: The measurement reports sent by the UE to the network in order to allow for downlink traffic steering/switching/splitting decisions need to be UE implementation independent.
-
Measurements for anticipating bad radio environments: The measurement reports sent by the UE to the network need to anticipate 3GPP and WLAN bad radio environments to minimize duration of the breaks in transmission. 

-
Measurements for traffic distribution: The measurements shall, in the case of good radio conditions on both accesses, provide sufficient knowledge at the network and the UE to allow a traffic distribution that optimizes the throughput performance.

-
Measurements for delay sensitive traffic: The solution shall provide sufficient round-trip delay measurements on each access.

-
Data flow reordering: reordering may be required for increasing the global traffic throughput. However, it cannot be used for certain types of traffic (e.g. delay sensitive traffic). So, the solution shall at the same time optimize global traffic throughput and not degrade the delay of delay sensitive traffic. In addition, as reordering is costly in terms of processing power, a convergence method requiring reordering should be used for a limited amount of flows supporting reordering. The solution should therefore also consider these aspects.   

-
Type of traffic (TCP/IP, UDP, Ethernet) and Granularity (per IP flow, per SDF, per packet). The solution should support all types of traffic. A finer granularity should be considered only if it brings additional throughput. 
7.1.1.2
Evaluation of the solutions wrt Key Issue #1

Table 7.1.1.2-1: comparison of the solutions using Key Issue #1 criteria

	Criteria/Solution
	Solution 1: Proposed architecture framework for ATSSS
	Solution 3: TFCP (Traffic Flow Control Protocol) based architecture framework for ATSSS
	Solution 4: Policy for Access Traffic Steering, Switching and Splitting
	Solution 5: Multipath TCP (MPTCP) proxy architecture
	Solution 6: Architecture framework with ATSSS rules via NAS and Generic User Plane Reporting Control Protocol (updated per S2-18xxxx)
	Solution 7: Traffic Steering using Access Network Performance Measurements
	Consolidated ATSSS Solution (per S2-186439)

	UL/DL independence
	yes
	yes
	NA
	yes
	yes
	yes
	Yes

	ATSSS rules wrt USRP
	ATSSS rules are extensions of URSP rules. 
	Not described
	Not described
	ATSSS rules are extensions of URSP rules. 
	ATSSS rules are separate from URSP rules. 
	Not described
	(to be confirmed) ATSSS rules are separate from URSP rules.

	ATSSS rules: Convergence Methods (multiple methods, single method)
	Flexible: any L4 or low layer method. Extendable
Null tunneling, GRE tunneling, GMA, L4 Multipath Solutions (MP-TCP, MP-QUIC, SCTP, UDP generic)

Existing reordering mechanism in MPTCP and MPQUIC
	Only a single method
Method based on new TFCP layer. This method is completely new.

Not capable of using MPTCP, MPQUIC.

Includes new reordering mechanism.


	Only a single method
Convergence method is not described


	Only a single method: MPTCP

MPTCP only. Preference to establish MPTCP PDU session is included in the PDU Session Establishment procedure (NAS)
	Flexible: any L4 or lower layer method. Extendable
Null tunneling, GRE tunneling, GMA, L4 Multipath Solutions (MP-TCP, MP-QUIC, SCTP, UDP generic)

Existing reordering mechanism in MPTCP and MPQUIC
	Only a single method
Convergence method is not described. Not capable of using MPTCP, MPQUIC. 
	Only a single L4 method (MPTCP), then one lower layer method. Not extendable.
MPTCP method, then a brand new single lower layer method for traffic switching.



	ATSSS rules: Rules/criteria for Traffic Steering, Switching
	Hot-standby, top up (least cost access), least loaded, best performance
	Best performance first, least loaded first, traffic/application type, user location
	Hot-standby, priority based (overflow on second access), best access (lowest RTT?), redundancy steering (is it needed?)

Prioritized list of ATSSS rules.
	
	ATSSS rules separated from URSP rules

Hot-standby, priority based (overflow on non-preferred access), lowest RTT, least loaded
	Routing traffic via access X based on application/traffic type and: Smallest loss ratio, smallest delay, delay threshold, throughput threshold


	Hot-standby, highest throughput, smallest delay, 

	ATSSS rules: Rules for Traffic Splitting (distribution)
	Load balancing (weight factor)
	Load balancing (routing factor)
	Load balancing (weight factor)
	ATSSS rules contents: MPTCP service type, limited SSIDs for WLAN
	Load balancing (weight factor)
	Load balancing 
	MPTCP related only

	ATSS rules for UE measurements
	list of measurements, decision thresholds, variable periodicity
	list of measurements, decision thresholds, variable periodicity
	NA
	NA
	list of measurements, decision thresholds, variable periodicity
	list of measurements, fixed periodicity
	list of measurements (called Access Performance Measurements), fixed periodicity

	Way for providing ATSSS rules
	Via NAS for steering rules (load balance, Hot-standby, top up (least cost access), least loaded, best performance)
Via user plane for convergence methods: new protocol Multi Access Control Management (MACM)
(See Note 6)
	via NAS, using PDU session Establishment / modification.

ATSSS rules are part of QoS rules (See issues in Note 1)
	NA
	Via NAS, using any NAS message (even Registration related. Why ?)
	via NAS, using PDU session Establishment / modification.


	Via NAS at PDU session establishment
	Via NAS at PDU session establishment

	Way to carry measurement reports.

Network entity responsible for processing measurement reports (determining the path to send packets). 
	User plane transport

UPF 

 
	User plane and N4

SMF: UPF sends measurement reports to SMF. ATSSS rules are modified based on reports (see issues in Note 2)
	NA
	Part of MPTCP protocol
	User plane transport

UPF 


	User plane transport

Performance measurement Function (PMF): standalone or collocated with UPF

Standalone PMF: do we need it? benefits questionable:
- PMF selection requires to further specify DNS query / NRF discovery service
- Measurements PMF->PCF->SMF->UPF: long delay + huge congestion impacts. What added value via PCF (not described)?
	User plane transport


Performance measurement Function (PMF): collocated with UPF



	UE implementation independent thresholds/measurement reports
	Yes

For switching methods:
- RTT via ping
- Standardized Radio thresholds (RSRP, RSRQ, BSS Load, RSSI)

For L4 splitting methods:
- part of MPTCP/MPQUIC protocols
	Yes

RTT: via new TFCP Echo Req/Resp

Optional Radio signal strength, available BW thresholds as an option (see issues in Note 3)

Loss ratio: not described how (see Note 4)
	NA
	Yes 

For switching methods:
- NA

For splitting methods:
- Part of MPTCP protocol
	Yes

For switching methods:
- RTT per IETF RFC 1323
- Standardized Radio thresholds (RSRP, RSRQ, BSS Load, RSSI)

For L4 splitting methods:
- part of MPTCP/MPQUIC protocols
	Yes

Delay

Throughput

Loss rate

(Issues in Note 5)

Reference to iPerf tool (see https://iperf.fr/)
	Yes
Delay

Throughput

Loss rate

(Issues in Note 5)



	Measurements for anticipating bad radio environments
	Yes

Standardized Radio thresholds (RSRP, RSRQ, RSSI)
	Yes

Radio signal strength
	NA
	Part of MPTCP protocol
	Yes

Standardized Radio thresholds (RSRP, RSRQ, RSSI)
	No
	No

	Measurements for traffic distribution (i.e. for traffic splitting when both paths are available)
	Yes

Downlink backhaul data rate and the WLAN channel utilization
	Not described

Available BW of non-3GPP access? What is it?
	NA
	Part of MPTCP protocol
	Yes

Downlink backhaul data rate and the WLAN channel utilization
	Yes

Throughput is measured using injection of additional traffic (See issues in Note 5)
	Part of MPTCP protocol
Throughput is measured using injection of additional traffic (See issues in Note 5)

	Measurements for delay sensitive traffic
	RTT via ping
	RTT: via new TFCP Echo Req/Resp
	NA
	Part of MPTCP protocol
	RTT per IETF RFC 1323 or Echo Req/Resp
	Yes, but not described
	Echo Req/Resp

	Traffic type, Granularity
	TCP/IP, UDP/IP, Ethernet packets

Depending on the convergence method: per IP flow, per SDF, per packet
	TCP/IP, UDP/IP
	NA
	TCP/IP packets only
	TCP/IP, UDP/IP, Ethernet packets

Depending on the convergence method: per IP flow, per SDF, per packet
	Not described
	Not described


NOTE 1:
Including ATSSS rules in QoS rules may not be practical as a QoS rule may use a TFT that does not correspond to the TFT required for ATSSS rule (e.g. all http/https traffic may use QoS rule A, but what is needed is to distinguish between YouTube with ATSSS rule X, Gmaps with ATSSS rule Y and other http/https traffic with ATSSS rule Z).
NOTE 2:
ATSSS rules are instructions for path selection based on measurement reports. Hence, why changing ATSSS rules based on measurements? In addition, UPF sending measurement reports to SMF would generate lots of signalling over N4 and N7 (which is not needed if no change of ATSSS rule via PCF). It would also take significant time that is problematic for quick path decision.
NOTE 3:
How could access specific measurements such as radio strength could be optional only? It would be impossible to measure loss rate quick enough: the measurement report will not be available at the time path switch decision is needed. 
Moreover, how could available BW could be measured is not clear.
NOTE 4:
Loss ratio computation takes significant time to measure. For example, BER of 10-6 with 10 samples requires 10 x 106 bits, i.e. 1 second for a traffic of 10 Mbit/s. The measurement report will not be available at the time path switch decision is needed (this is not the case of radio strength measurements RSRP, RSRQ, etc that are available immediately).
NOTE 5:
How delay, throughput, loss rate are computed is not appropriate. In particular:
- Throughput: injecting additional traffic to measure the throughput is impacting the throughput itself. At least it impacts the throughput of the other UEs, which is not acceptable. Furthermore, it is not sufficient to make measurements only when there is no traffic as radio environment varies all the time. Eventually, throughput measurement should be UE vendor independent, which cannot be verified w/o description.
- Loss rate: as for NOTE 4, it is impossible to measure loss rate quick enough: the measurement report will not be available at the time path switch decision is needed. 
NOTE 6:
The need for changing convergence method during the life of the PDU session is not clear:   MPTCP already has the ability to reject UE requests for a MPTCP context. This can be added in a further step if needed in the future.

7.2
Conclusions
<to be completed>
END OF CHANGES
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