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Abstract of the contribution: This contribution proposes a solution that addresses key issue "Improvements to service framework related aspects” with respect to functionality that is common to all services.
1 Introduction

The service based architecture of R15 inherits aspects from the reference point based p2p interaction concepts. In this direct interaction model the services itself have several responsibilities that are not part of the services own business logic. Service instances have, for example, to register themselves, to perform authorization actions, to discover other service instances as their communication peers, to select one of them and to maintain the communication relationship with the selected peer for subsequent transactions. 

This puts some redundant burden on the implementation of the services which can limit the development and deployment agility and interoperability. But even more critical, the delegation of some of these responsibilities to the service implementation can cause limitations for automation flexibility and for customer service availability, especially in case of service failures, and therefore have a negative influence on the overall system availability and reliability. 

This document proposes an indirect interaction model as solution to address these issues on architectural level.

2 Proposal

This document proposes to add following solution addressing key issue “Improvements to service framework related aspects” to TR 23.742.

* * * Start of Change 1 (ALL TEXT IS NEW)* * * 

6.x Solution #X: Indirect Service Interaction 
6.x.1 Introduction
This solution addresses key issues X “Improvements to service framework related aspects”.

The service based architecture of R15 inherits aspects from the reference point based p2p interaction concepts. In this direct interaction model the services itself have several responsibilities that are not part of the services’ own business logic. Service instances have, for example, to discover other service instances as their communication peers, to select one of them, to supervise the message flow, to perform message authorization actions and to maintain the communication relationship with the selected peer for subsequent transactions. 

This puts some redundant burden on the implementation of the services which can limit the development and deployment agility and interoperability. But even more critical, the delegation of some of these responsibilities to the services can cause limitations for automation flexibility and for customer service availability, especially in case of service failures, and therefore have a negative influence on the overall system availability and reliability. 

This solution proposes an indirect interaction model to address these issues outlined above on architectural level.
6.x.2 High level description

This solution covers two main aspects which are shortly discussed in the next sub-sections:

· Reduction of the complexity of the services 

· Improvement to the overall system reliability and availability

6.x.2.1 Reduction of service complexity

This aspect addresses the reduction of the service complexity by identification and extraction of functionality that is common to all services and placing it into a component outside of the actual service.

These common functionalities include:

· discovery of communication peers

· selection of communication peers, including load-balancing
· delivery of messages between communication peers, and matching of responses 
· policy enforcement, authorization of the message delivery
· handling of addition, removal and replacement of service instances
It is assumed that solutions for the component that realizes the common functionalities exist (e.g. Service Mesh) and are therefore out of scope of 3GPP whereas the service logic would be designed interoperable with the component and can use the respective APIs.
6.x.2.2 Reliability improvements
This aspect addresses the way how service instances communicate with each other. Today the services itself have the responsibility for the discovery and selection of peers for inter-service communication and for keeping the state of these communication relationships alive for subsequent transactions. This behaviour is based on the assumption and pre-condition that both communication peers are highly available and reliable themselves, which is not valid anymore in a cloud based deployment environment.

In case of service failures in one service instance, each corresponding communication peer must be notified about it and perform failover strategies to find and connect to a replacement peer service instance and to restore and synchronize the communication and application state. 
This solution removes the need for such failover mechanisms to be implemented as part of every service.

6.x.2.3 Solution Preconditions, Assumptions and Requirements

Preconditions:

· there is no long-living binding between service instances and application context
Note: This precondition can be fulfilled e.g. by separation of “compute” resources from “storage” resources.
Assumptions:

· There exist mechanisms (e.g. Service Mesh, messages oriented middleware …) to decouple communication peers from each other, in order to:

· Remove the need for implementation of peer-discovery, -selection and -binding from each service

· Remove the need for implementation of dedicated failover strategies from each service

· That mechanism provide an API that allows service instances to send messages to a special type of peer service (not a dedicated instance).

· That mechanism provide an API that allows service instances to receive messages from another service instance.

· That mechanism has internal functionality to perform peer-discovery and -selection on behalf of the sending service instance.

· That mechanism can deliver messages from the sending peer to the selected receiving peer.

· That mechanism optionally provides means to perform peer-binding, if required for certain communication patterns.

· That mechanism is message content agnostic, i.e. support any payload.

· That mechanism supports authorisation and enforcement of policies for the delivery of messages.

Requirements:

· The service logic must be designed to be interoperable with the selected mechanism.

· The services shall be able to use the APIs, provided by the selected mechanism.
6.x.2.4 High-level Solution Architecture
The following figure illustrates an high-level architecture, where common functionalities are extracted from the business logic of the service implementations and realized and offered by a communication mechanism. 
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Figure 6.x.2.4 High-level Solution Architecture for Indirect Service Interaction
· The communication mechanism offers APIs towards the services for:

· sending of messages

· receiving (subscription) for messages
· registration, de-registration and update of service instances 

· The communication mechanism has internal functionalities for: 

· maintaining the information of available service instances
· detection of service failures

· selection of services instance as receiver of messages (discovery of communication endpoints)

· message routing policy enforcement 

· load balancing

· evaluation of load situations and potential triggering of service scaling actions

Editor's note: Details on the solution are FFS, incl. study and evaluation of existing candidate technologies for the communication mechanism.
6.x.3 Services and illustrated Procedures
Editor's note: This clause describes services and related high-level procedures for the solution.

6.x.4 Impacts on existing Services and Interfaces
The procedures for registration, de-registration and update of NF instances or NF service instances do not change on Stage 2 level. Stage 3 details depend on the selected communication mechanism.
Note: The potential impacts to NFs and/or NF services are studied in key issue Y “Optimal modularization of the system”.
Editor's note: Further details regarding impacts are FFS.
6.x.5 Evaluation of the Solution

Editor's note: This clause provides an evaluation of the solution.
End of changes (all new text)
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