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1
Discussion
FS_LLC_Mob was approved in the Dec 2017 SA plenary (SP-171069). The objectives of this study are as follows:
Utilise CUPS architecture and identify solutions based on EPC functionality in the following area:

a)
 Improvements to enable low latency following UE mobility and, possibly, following the activation of a service requiring low latency. Retain single SGW-C per UE concept but utilise SGW-C’s “independent SGW-U per PDN connection” concept and expect to base on a “make before break” PDN connection mobility concept (with UE IP address change).  

Anticipated work and impacts are e.g.:

- 
decide on whether to initiate “make before break” from e.g. MME or PCRF,. 

- 
investigate the need for e.g. PGW-C to PCRF interface extensions to support ”make before break” PDN connection mobility (and if needed to support this, e.g. MME-SGW-PGW interface extensions).  

The different options (e.g. MME vs. PCRF) will be compared and possible intermediate versions of the solutions can be maintained in a Technical Report.

The “make-before-break” mobility for PDN connectivity was first studied in Rel-13 under the name Co-ordinated Selective IP traffic Offload (CSIPTO). The Stage 1 study (FS_CSIPTO; SP-130417) was conducted in TR 22.828 and then a work item was created (CSIPTO; SP-140509) a set of Stage 1 requirements have been agreed in TS 22.101 (see SP-140508). Due to prioritization in SA#66 plenary meeting (Dec 2014) CSIPTO was put on hold and was not restarted since then.
Observation 1: Stage 1 requirements for “make-before-break” PDN connection mobility already exist in TS 22.101 (also copied in an annex of this paper). These can be used as a basis for the architectural requirements for FS_MMC_Mob.
During the definition of the 5G System the so-called Service and Session Continuity (SSC) mode 3 was defined in TS 23.501 and TS 23.502, the term “SSC mode 3” designating a concept of make-before-break IP connectivity whereby a new IP address/prefix is assigned for access to the same data network before the old one is released.

Support for SSC mode 3 in the 5G System comes in two flavours:
-
Change of PDU Session Anchor with multiple PDU Sessions (TS 23.502 clause 4.3.5.2), and
-
Change of PDU Session Anchor with Multi-homed IPv6 PDU Session (TS 23.502; 4.3.5.3).

Given that the concept of Multi-homed IPv6 PDU Session does not exist in EPS, it is our understanding that the objective of FS_LLC_Mob can be rephrased as “enabling make-before-break IP connectivity using multiple PDN connections”.
Observation 2: Stage 2 definition and Stage 2 solution for “make-before-break” PDU Session mobility with multiple PDU Sessions already exist in TS 23.501 clause 5.6.9.2.3 and TS 23.502 clause 4.3.5.2. The latter procedure can be used as a basis (or at least as a solution candidate) for FS_LLC_Mob.
2
Preconditions for “make-before-break” PDN connectivity in EPS

EPS requires that all PDN connections associated with the same APN are terminated at the same PDN GW. This restriction is covered in TS 23.401 clause 5.10.1 as follows:
All simultaneously active PDN connections of a UE that are associated with the same APN shall be provided by the same PDN‑GW.

This restriction obviously needs to be lifted for FS_LLC_Mob because for LLC support it is assumed that the IP “point of attachment” needs to always be close to the radio interface. This means that the IP point of attachment closely “follows” the UE as the UE moves. In conjunction with “make-before-break” PDN connection mobility this implies that the old and new PDN connections are necessarily not collocated.

In our understanding the present restriction was justified in Rel-8 by the need to have an enforcement point for APN-AMBR in the PGW. By lifting this restriction one needs to decide whether a common APN-AMBR enforcement point needs to be defined elsewhere (e.g. in the SGW or in the eNB) or whether the temporary infringement of the APN-AMBR (during the period of time where the two PDN connections exist in parallel) can be tolerated.

It is noted that in the 5G System the temporary infringement seems to be tolerated, because the user plane path for the two PDU Session can be completely disjoint, as described in TS 23.51 clause 5.6.1:
The user plane paths of different PDU Sessions (to the same or to different DNN) belonging to the same UE may be completely disjoint between the AN and the UPF interfacing with the DN.

Observation 3: Temporary Session-AMBR (equivalent to APN-AMBR) infringement is tolerated in the 5G System.
It is therefore proposed to use the same approach for FS_LLC_Mob.
Proposal 1: Temporary APN-AMBR infringement can be tolerated in the EPS (LLC_Mob) System. It is proposed to agree this principle as a baseline and/or document it in the TR as an architecture principle.
3
Relation to CUPS

The objective clause in the FS_LLC_Mob WID explicitly refers to the use of CUPS.

The use of CUPS actually seems irrelevant to this study. If CUPS is not supported in the system, then the unique SWG function will likely be collocated with the new PGW and will have a temporary S5 leg to the old PGW.

Observation 4: There is no relationship with CUPS.

4
Procedure for “make-before-break” PDN connection mobility in EPS
Depicted in Figure 1 is a possible procedure for “make-before-break” PDN connection mobility in EPS. It is based on the 5G System procedure for SSC mode 3 PDU Session Anchor change with multiple PDU Sessions (TS 23.502 clause 4.3.5.2). 
The procedure is triggered by the MME in order to change the PGW for a UE in “make-before-break” manner. This procedure releases the existing PDU connection associated with an old PGW (i.e. PGW1 in Figure 1) after having established a new PDU connection to the same data network with a new PGW (i.e. PGW2 in Figure 1), which is controlled by the same MME.
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Figure 1: “Make-before-break” PDN connection mobility
1.
User plane data are forwarded via SGW1 and PGW1.
2.
Due to UE mobility the MME relocates the SGW function to SGW2 while keeping PGW1.
3.
User plane data are forwarded via SGW2 and PGW1.
4.
The MME determines that the serving PGW (PGW1) needs to be changed.
5.
The MME forwards a NAS message (PDN connection ID, Cause, PDN connection Release timer) to the UE where PDN connection ID indicates the existing PDN connection to be relocated and Cause indicates that a PDN connection re-establishment to the same data network is required.


The release timer value indicates how long the network is willing to maintain the PDN connection.
6.
Upon reception of the NAS indication the UE may decide to initiate the PDN connection establishment:

7.
After establishment of the new PDN connection the UE forwards new flows via the new PDN connection (SGW2-PGW2 user plane path), whereas existing traffic flows are forwarded via the old PDN connection (SGW2-PGW1 user plane path). The UE may also proactively move existing flows (where possible) from the old to the new PDN connection.
8.
The old PDN connection is released either by the UE before the timer provided in step 5 expires (e.g. once the UE has consolidated all traffic on the new PDN connection or if the old PDN connection is no more needed) or by the MME upon expiry of this timer.

Proposal 2: It is proposed to agree the call flow in Figure 1 as a baseline for the LLC_Mob solution or to document it as a candidate solution in the TR.
5
Proposal

It is proposed the following:
Proposal 1: Temporary APN-AMBR infringement can be tolerated in the EPS (LLC_Mob) System. It is proposed to agree this principle as a baseline and/or document it in the TR as an architecture principle.
Proposal 2: It is proposed to agree the call flow in Figure 1 as a baseline for the LLC_Mob solution or to document it as a candidate solution in the TR.
ANNEX
A
CSIPTO requirements from TS 22.101
4.3.5
Selected IP Traffic Offload (SIPTO) for PS Domain only
4.3.5.1    
Common Requirements for SIPTO in the Mobile Operator Network and SIPTO at the Local Network

The 3GPP system shall be able to offload selected traffic (e.g. internet) towards a defined IP network close to the UE's point of attachment to the access network.

The following requirements apply to Selected IP Traffic Offload:
-
The mobile operator may enable/disable Selected IP Traffic Offload on a per UE per defined IP network basis (e.g. based on tariff, subscription type etc.).
-
It shall be possible for IP traffic of a UE associated with a particular defined IP network to be offloaded while IP traffic of that same UE associated with other defined IP network(s) is not offloaded.

-
It shall be possible to perform Selected IP Traffic Offload for pre-Release 10 UEs.

-
Offloading selected IP traffic for a UE shall not affect services running in parallel for the same UE.

-
The mobile operator shall be able to collect signalling performance measurements (e.g. session connection/disconnection, etc) related to Selected IP Traffic Offload for each user.

-
Selected IP Traffic Offload shall not compromise the security of the mobile operator's network.
-
Service Continuity of IP data session(s) for Selected IP Traffic Offload may be supported during the following mobility events:

-
mobility between the macro network and H(e)NBs; and

-
mobility between H(e)NBs.



During both these mobility events, based on home mobile operator policies, the impact of mobility events as perceived by the user shall be reduced by minimising any interruption to the data flow.

-
It shall be possible for the HPLMN to provide the VPLMN with the following information for a particular user:

-
An indication of whether the user's IP traffic is permitted to be subjected to Selected IP Traffic Offload in the visited network;

-
The defined IP network(s) for which Selected IP Traffic Offload is permitted.

Requirements specific to SIPTO at the local residential/enterprise IP network can be found in section 5.9 in [48].

Some types of services (e.g. streaming services, VOIP, VPN, HTTPS-Based Services) cannot tolerate a change of IP address of the UE without disruption of the service.

SIPTO can be performed with or without coordination between the UE and the network. The following requirements apply to coordinated SIPTO: 

· The 3GPP system shall be able to support multiple connections that are associated with the same defined IP network where each connection may or may not support IP address preservation. 

· The 3GPP system shall be able to determine if an IP flow requires IP address preservation or not. Based on this determination, the 3GPP network shall be able to offload selected IP traffic in coordinated manner between UE and the network, in order to minimize service disruption.

· The 3GPP system shall be able to detect when a connection becomes suboptimal and decide when to establish a new optimal connection to the same defined IP network or use an existing connection.

Note 1: 
The definition of optimal and suboptimal can be based on a number of implementation criteria like geography, topology and load balancing etc.

· The 3GPP system shall minimize the number of connections of a UE without disrupting the UE’s services, e.g. to ensure economical use of network resources.
· The 3GPP system shall be able to ensure that the actual average aggregate bit rate for IP flows of packet data network connections associated with the same packet data network does not significantly exceed the subscribed aggregate maximum bit rate for this packet data network when two connections are used with the same defined IP network.
Note 2:  Requirements for Coordinated SIPTO do not apply to IMS.
ANNEX
B
SSC mode 3 definition from TS 23.501

5.6.9.2.3
SSC Mode 3

For PDU Session of SSC mode 3, the network allows the establishment of UE connectivity via a new PDU Session Anchor to the same data network before connectivity between the UE and the previous PDU Session Anchor is released. When trigger conditions apply, the network decides whether to select a PDU Session Anchor UPF suitable for the UE's new conditions (e.g. point of attachment to the network).

SSC mode 3 may apply to any PDU Session type and to any access type.

In the case of a PDU Session of IPv4 or IPv6 type, during the procedure of change of PDU Session Anchor, the following applies:
a.
The new IP prefix anchored on the new PDU Session Anchor may be allocated within the same PDU Session (relying on IPv6 multi-homing specified in clause 5.6.4.3), or

b.
The new IP address/prefix may be allocated within a new PDU Session that the UE is triggered to establish.

After the new IP address/prefix has been allocated, the old IP address/prefix is maintained during some time indicated to the UE and then released.
If a PDU Session of SSC mode 3 has multiple PDU Session Anchors (i.e., in case of multi-homed PDU Sessions or in case UL CL applies to a PDU Session of SSC mode 3), the additional PDU Session Anchors may be released or allocated.
ANNEX
C
SSC mode 3 procedure from TS 23.502

4.3.5.2
Change of SSC mode 3 PDU Session Anchor with multiple PDU Sessions

The following procedure is triggered by SMF in order to change the PDU Session Anchor serving a PDU Session of SSC mode 3 for a UE. This procedure releases the existing PDU Session associated with an old PDU Session Anchor (i.e. UPF1 in figure 4.3.5.2-1) after having established a new PDU Session to the same DN with a new PDU Session Anchor (i.e. UPF2 in figure 4.3.5.2-1), which is controlled by the same SMF. The SMF may determine that a new SMF needs to be reallocated.
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Figure 4.3.5.2-1: Change of SSC mode 3 PDU Session Anchor with multiple PDU Sessions
1.
The SMF determines that the serving UPF or the SMF needs to be changed.
2.
The SMF invokes the Namf_Communication_N1N2MessageTransfer (PDU Session ID, SMF Reallocation requested indication, N1 SM container (PDU Session Modification Command (Cause, PDU Session Release timer))) where PDU Session ID indicates the existing PDU Session to be relocated and Cause indicates that a PDU Session re-establishment to the same DN is required.


The SMF Reallocation requested indication indicates whether the SMF is requested to be reallocated.


The release timer value indicates how long the network is willing to maintain the PDU Session.
3.
The AMF forwards the NAS message to the UE.

4.
If the UE receives PDU Session Modification Command, the UE may decide to initiate the PDU Session Establishment procedure described in clause 4.3.2.2, to the same DN with the following differences:


In Step 1 of clause 4.3.2.2.1, according to the SSC mode, UE generates a new PDU Session ID and initiates the PDU Session Establishment Request using the new PDU Session ID. The new PDU Session ID is included as PDU Session ID in the NAS request message, and the Old PDU Session ID which indicates the existing PDU Session to be released is also provided to AMF in the NAS request message.


In Step 2 of clause 4.3.2.2.1, if SMF reallocation was requested in Step 2 of this clause, the AMF selects a different SMF. Otherwise, the AMF sends the N11 message to the same SMF serving the Old PDU Session ID.


In Step 3 of clause 4.3.2.2.1, the AMF include both PDU Session ID and Old PDU Session ID in Nsmf_PDUSession_CreateSMContext Request. The SMF detects that the PDU Session establishment request is related to the trigger in step 2 based on the presence of an Old PDU Session ID in the Nsmf_PDUSession_CreateSMContext Request. The SMF stores the new PDU Session ID and selects a new PDU Session Anchor (i.e. UPF2) for the new PDU Session.

Editor's note:
The referenced step numbers in clause 4.3.2.2 may need to be further aligned according to the updates in clause 4.3.2.2.
5.
The old PDU Session is released as described in clause 4.3.4 either by the UE before the timer provided in step 1 expires (e.g., once the UE has consolidated all traffic on PDU#2 or if the session is no more needed) or by the SMF upon expiry of this timer.
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