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Introduction

It was agreed at SA2#122 to combine different database-related functions (UDR, SDSF and PFDF) into a common Unified Data Repository (“unified” UDR). However, this “unified” UDR is a pure database NF that only has functionality for storing and retrieving data. This data includes subscriber data (including policy), structured data for exposure as well as application-related data such as Packet Flow Descriptions and application request information. There is no other functionality (“application logic”) in the UDR.
The merging of SDSF into the “Unified” Data Repository (UDR) is straightforward since UDR and SDSF are pure database functions. However, PFDF has both database functionality (for storing PFDs) as well as application logic. The application logic in PFDF as defined for EPC includes e.g. functionality to handle caching timers, “allowed delay” as well as the different modes (push-only, pull-only and combined push/pull). 
It is unclear where this application logic is placed in case PFDF database part is included in the UDR.
Discussion

The PFDF functionality (as defined for EPC) can be divided into three parts: 

A. Database functionality: storage of Application ID, Packet Filter Descriptions as well as caching timers. 

B. Functionality (application logic) in PFDF towards the 3rd party: 
· Handling of caching time values per application and comparing with “allowed delay” requested by SCS/AS. 

· Deciding whether to store the PFD or not in case “allowed delay” is shorter than caching time.  
· Reply towards 3rd party based on the above comparison and decision.

C. Functionality (application logic) in PFDF towards the core network (SMF):

· Handling of push-only, pull-only or combined push/pull mode

· In case of push-only, throttling the “push” notifications within the “allowed delay” time.

· In case of combined push/pull, wait for a time period shorter than “allowed delay” and then push the changes in case no pull request has been received during that time. 

It seems clear that part A shall be performed by UDR, but it is less clear where the parts B and C are performed. 

There are (at least) three options that can be considered. They are illustrated in the figure and further described and analysed below.
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· Solution 1: In this option the SMF can directly retrieve PFDs from UDR. It may look quite similar to the PFDF solution for EPC where PGW/TDF gets PFDs directly from PFDF. However, a key difference is that in EPC the PFDF has application logic, while in 5GC the UDR should not have application logic. 

· Solution 2: In this option the NEF is used both to store PFDs that are provided by the 3rd party (SCS/AS) as well as distribute the PFDs to SMFs. 
· Solution 3: In this option a separate PFDF Front End is defined that is used to handle the PFD management, both storing PFDs received from NEF /  3rd party as well as distributing PFDs to the SMFs. An implementation can of course choose to collocate the PFDF FE with some other NF, such as the NEF.

The table below indicates the location of A, B and C functionality for the three options

	Type of functionality 
	Solution 1
	Solution 2
	Solution 3

	A
	UDR
	UDR
	UDR

	B
	NEF
	NEF
	PFDF FE

	C
	UDR
	NEF
	PFDF FE


As can be seen, solution 1 will require application logic in UDR. It is not possible to place this application logic, mostly related to the push mode, into the SMF. Options 2 and 3 however allow a clean UDR database, where the PFDs are stored and retrieved by NEF or PFDF FE without any application logic in UDR. 

Based on these solutions, the following analysis can be made:
· Solution 1 looks simple but requires that UDR has application logic, i.e. UDR will become contaminated and will not be a clean database NF. Even if rel-15 5G solution can be done in a way to avoid application logic in UDR by re-defining the PFD management functionality, e.g. be removing the push mode, it may be difficult to keep UDR as a DB in future release in case PFD functionality need to be extended. So even with limiting the PFD management options compared to EPC to keep UDR as a database, this solution is not future proof. 
· Solution 2 keeps UDR as a database and is aligned with how the 5G solution works for exposure data, as well as the application data for influence on traffic routing where NEF is the storing and retrieving the data from UDR. A drawback is that this solution puts even more functionality into NEF, going further beyond “exposure”, which adds more complexity to an already overloaded NF. This may however be alleviated by keeping the PFD related functionality in NEF separate from other functionality to make it an optional and standalone functionality of the NEF. This could be done e.g. by specifying the PFDF-related services as separate services compared to the rest of the NEF services.
· Solution 3 has the cleanest functional split and allows a flexible implementation since PFDF FE can be standalone or collocated with NEF or another NF. It also avoids further overloading the NEF. This option would also simplify migration from EPC as there is a clear migration path from PFDF in EPC. A drawback is however that we need to introduce a new NF (PFDF FE) which may be perceived as adding complexity. However, there is no extra complexity in having a new FE, but rather the contrary, since the new required interface (service and data to handle the PFD functionality) is handled independently. It is up to implementation/deployment whether to collocate this function with another NF such as the NEF. 

Conclusion: Based on the analysis above it is proposed to go with solution 3. An alternative solution that would be acceptable to the authors of this paper is to use solution 2 but then define the PFD management as a logically standalone part of the NEF, e.g. as a separate service provided by NEF. 
Proposal

It is proposed to update 23.501 as follows:
NOTE: 
the proposed updates to the figure below would need to be merged with the outcome on the discussion around PCF and UDM/UDR aspects. 

**** First Change ****

4.2.5
Data Storage architectures

As depicted in Figure 4.2.5-1, the 5G system architecture allows any NF to store and retrieve its unstructured data into/from a UDSF (e.g. UE contexts). The UDSF belongs to the same PLMN where the network function is located. CP NFs may share a UDSF for storing their respective unstructured data or may each have their own UDSF (e.g. a UDSF may be located close to the respective NF).
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Figure 4.2.5-1: Data storage architecture for unstructured data from any NF

NOTE 1:
3GPP will specify (possibly by referencing) the N18/Nudsf interface.

As depicted in Figure 4.2.5-2, the 5G system architecture allows the UDM, PCF and NEF to store data in the UDR, including subscription data and policy data by UDM and PCF, structured data for exposure and application data (including Packet Flow Descriptions (PFDs) for application detection, application request information for multiple UEs) by the NEF. UDR can be deployed in each PLMN and it can serve different functions as follows:
-
UDR accessed by the NEF belongs to the same PLMN where the NEF is located.

-
UDR accessed by the UDM FE belongs to the same PLMN where the UDM FE is located if UDM supports a split architecture.

-
UDR accessed by the PCF belongs to the same PLMN where the PCF is located.
-
UDR accessed by the PFDF FE belongs to the same PLMN where the PFDF FE is located.
NOTE 2:
The UDR deployed in each PLMN can store application data for roaming subscribers.
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Figure 4.2.5-2: Data storage architecture

NOTE 3:
There can be multiple UDRs deployed in the network, each of which can serve different kinds of NFs and store data for them, e.g. separate UDRs can be deployed to serve UDM FE, PCF, PFDF FE and NEF respectively.
The Nudr interface is defined for the network functions, such as UDM FE, PCF, PFDF FE and NEF, to read, update (including add, modify), delete, subscribe to notification of data changes and notify the data changes from the UDR. The following application data in the UDR shall be standardized:
-
Packet Flow Descriptions (PFDs) for application detection.

-
application request information for multiple UEs (as defined in clause 5.6.7).

-
structured data for exposure.

NOTE 4:
The structure of subscription data, authentication data and policy data stored in the UDR is not to be standardized.
**** End of Changes ****

3GPP

SA WG2 TD


[image: image1]Subscription Data
Policy Data
Structured Data
for exposure
Application Data
UDR
UDM FE
PCF FE
NEF FE
Nudr



Subscription Data
Policy Data
Structured Data
for exposure
Application Data
UDR
UDM FE
PCF FE
NEF FE
Nudr
PFDF FE
Nudr



_1564915614.vsd
N18/Nudsf


Any NF


UDSF



