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Abstract of the contribution: Proposes new text to support AMF stickiness removal. 
1 Introduction
In last meeting, principles on solving AMF stickiness issue have been agreed, however, there are a few FFSs:
Editor’s note: The need for and details of AMF Groups are FFS. Whether AMF Sub-Groups need to be supported in addition is FFS.
Editor’s note: The details of how to take an AMF out of service are FFS.
Editor’s note: Methods to avoid updating other CP NFs for many UEs when removing an AMF from the AMF Group are FFS. 
Editor’s note: Whether the RAN needs to support re-selection of an AMF during Service Request and periodic registration update and whether the AMF needs to be able to activate/deactivate this re-selection behavior in the RAN on a per UE basis or by configuration is FFS.
In this paper we focus on how to solve the issue of taking one AMF out of service.
2 Discussion
2.1 Multiple AMF Instance in one AMF Group is needed
It is possible to deploy a single AMF instance that scales in/out by adding/removing computing resources for adjusting it to any changed load. In this case the availability and reliability relies on the software/service platform. It comes however with certain complexity and overhead to scale a single AMF over more than one data center. Further, the software/service platform determines the overall availability of the AMF instance. 

It is proposed to allow deployment flexibility and to support approaches that will improve availability/reliability via independent AMF instances that is distributed geographically and not necessarily run on the same (instance of a) software/service platform.

This is gained by enabling to deploy a group of independent AMF instances that serve the same service area and the same group of UEs, i.e. the same slice(s).

It is assumed that 5G global temporary ID (5G-GUTI) is comparable to the 4G GUTI. It is proposed to define the AMF group ID as denoting all AMFs serving the same service area and the same (set of) slices. This allows to share UEs between the AMFs of that group for load balancing, for availability.
P1: <5G-GUTI> := <MCC> <MNC> <AMF Group ID> <AMF ID><NG-TMSI>.
2.2 AMF ID and AMF instance mapping

If an AMF is taken out of service, transferring all UEs from the AMF to other AMF(s) might be too much load. The definition of the information elements should allow partitioning the overall set of UEs served by one AMF Instance by assigning more than one AMF ID to it. UEs served by the same AMF ID may be routed by RAN to different target AMF Instances when the original AMF Instance is taken out of service. As the AMF ID does not change, the 5G-GUTI allocated to the UE do not need be changed. This applies to both idle state and connected state UEs, and support to push large blocks of UEs to other AMF Instance(s). 
P2: It should be possible to allocate more than one AMF ID to one AMF instance. 
2.3 UE redistribution among AMF instances
There are one mapping table between the AMF ID and AMF instance. One AMF may be configured with multiple AMF IDs. The mapping table is stored on the RAN and NRF. 
When the UE change to the CM-CONNECTED state, the AMF ID within the UE’s 5G GUTI is also stored in RAN UE context. For other CN NF the AMF ID is stored on the UE context. 
2.3.1 AMF selection at the gNB
CM-IDLE State

When a NAS message is received from UE in CM-IDLE state, RAN reads the AMF ID from the 5G-GUTI in RRC message, and selects AMF Instance according to mapping table. 
If the load needs to be redistributed within the AMF group, the AMF ID of one AMF Instance may be configured to another AMF Instance. This mapping table change will be updated on the RAN and NRF. The UEs whose 5G GUTI includes the updated AMF ID will be served by the new AMF Instance accordingly.
The following is a figure of how the AMF ID is redistributed among AMF Instances of the same group. Originally, AMF 1 is configured with AMF ID 1 and 2, after the AMF ID redistribution, AMF 1 is configured with AMF ID1 and AMF 2 is configured with AMF ID 2.
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Figure 1 AMF ID and AMF Instance mapping Table update
The gNBs connected to this AMF group will be updated with the new mapping table. If the UE is in CM-IDLE state, per the updated mapping table, the gNB route the NAS message to the new AMF instance. 
CM-Connected State

Per UE movement: similar as the handover procedure the AMF instance will move the UE context to the new AMF instance. After that, the new AMF instance will update the N2AP TNL binding stored on the RAN node.  

Per AMF ID movement: the AMF ID update will be notified to the RAN node by the old AMF Instance. The RAN node record that update and invalid all N2AP TNL binding associated with that AMF ID. For any following uplink NAS message, the RAN node reselect the TNL according to the update mapping table. 
Editor’s note: whether two mechanisms are all need or only one mechanism is to be selected. 

This solution does not assume how AMF will share UE context within the AMF group. It is possible for both stateless implementation which shares UE context via UDSF, or implementation with state which shares UE context via N14 or other mechanisms.
Advantages of this solution
· AMF Instance reselection will not cause initial NAS redirection, RAN can route message to correct AMF according to the new AMF ID to AMF mapping.
· There is no need for GUTI relocation due to AMF reselection within the same AMF group.
· There is no need for UE level message over N2 reference point for AMF reselection.
 
2.3.2 Other CN NF impact
When the AMF ID and AMF Instance mapping is change, the old AMF Instance notify this change to some configured CN NF, e.g. SMF. 
For other CN NF which has not been notified, they will route the message to the old AMF Instance (or not invalid instance). If that fail due to no UE context, they will try to query the NRF to get the updated AMF Instance. 

3 Proposal 

It is proposed to discuss the above proposal and the related changes are also proposed. 
************************************************ Start of Changes ********************************************
Identifier aspects

<5G-GUTI> := <MCC> <MNC> <AMF Group ID> <AMF ID><NG-TMSI>.
AMF ID configuration and storage 
There are one mapping table between the AMF ID and AMF instance. An AMF Instance is configured with one or multiple AMF ID(s). The mapping table is stored on the RAN and NRF.  
When the UE change to the CM-CONNECTED state, the AMF ID within the UE’s 5G GUTI is also stored in RAN UE context. For other CN NF the AMF ID is stored on the UE context.
Taking an AMF out of service

When one AMF Instance is taken out of service, the AMF ID of this AMF Instance will be relocated to other AMF Instance(s). The mapping table stored on the RAN and NRF will be updated accordingly.

When RAN receives an NAS message from a CM-IDLE state UE, RAN routes the message to new AMF instance according to the AMF ID.

When RAN needs to send uplink message for a CM-CONNECTED state UE, RAN routes the message to a new TNL according to AMF ID in RAN UE context.

Editor’s note: whether per UE level movement mechanism also need. 

The UE context synchronization between source AMF and target AMF is implementation dependent, and this could be based on UDSF, or via signalling between AMFs.

The relevant CN NFs (e.g. SMF) is informed of the AMF ID to AMF Instance mapping update by the old AMF Instance. If CN NF which has not been notified, they will route the message to the old AMF Instance (or not invalid instance). If that failed due to no UE context, they will try to query the NRF to get the updated AMF Instance.
************************************************ End of Changes ********************************************
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