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Already supported based on 

agreed NF capability exposure. 

No need for an additional 

solution (see S2-166721)

No obvious benefits while introducing 

additional signaling and delaying 

many system procedures (see 

following slides)

Could be potentially done 

to reduce number of 

backend DBs used for 

opaque data (if used by an 

NF).
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Whether single interface/single 

DB is sufficient and what should 

be re-used from other SDOs 

needs to be studied
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Exposure is already supported based on agreed capability 

exposure (no need for an additional solution). 

See also question #7/4: Should selected information like ULI be exposed in a standardized manner 

to other network functions as a capability (e.g. ULI reporting), in line with the existing interim 

agreement (KI#7) “the capability (s) of NFs are exposed as a service to other NF, wherever 

applicable”?
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This vague rule only works for use case #1.

For other use cases e.g. data transfer via DL or selection of NF based 

on information from DL, data needs to be synchronized before direct 

messaging (i.e. clear rule is required).
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This is incorrect. In virtualized deployments it does not matter where state is stored since both the NFs and 

the state repository run on the same NFVI (typically X86 blades). Thus, cost of memory is always the same 

regardless where the information is stored.

Instead, separating state into a separate DB implies additional cost for I/O (to convey the state from/to the 

state DB) and CPU (to remove and re-instate the state for a given session).
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Various solutions exist to support resiliency (separating state from processing is just 

one tool that may or may not be used). Implementations can separate state from 

compute today if they wish so (no need for a standardized state DB).
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Need for multi-vendor fail-over is not obvious: Due to inevitable proprietary state, inter-vendor fail-over 

will by definition not work as well as intra-vendor fail-over. 

Also, even in multi-vendor deployments, SPs would deploy multiple instances of the same function from 

the same vendor anyway, so that intra-vendor fail-over can easily be used for resiliency.



This is incorrect for use cases 2 and 3: 

• When using Data Layer to pass information, every procedure is delayed (data transfer via 

Data Layer needs to be completed and acknowledged and different Data Layer replicas need to be 

synchronized before direct signaling can be sent)

• [see slides 21/22/23]

• When using DL to support stateless NFs, transactions are delayed due to forwarding of 

requests from “wrongly” selected NFs (AMF in MO case and SMF in MT case) to correct NF

• [see slide 32]

• Using Data Layer to store serving NF IDs (e.g. AMF IF) delays system procedures (shifts race 

conditions into the Data Layer; implies need for lengthy three phase commits across DB replicas)
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Unclear what is being saved in this case: In virtualized deployments it does not matter where 

state is stored since both the NFs and the state repository run on the same NFVI. Thus, cost 

for storing IoT device state is always the same regardless where the information is stored.

Offloading state from NFs to a state DB actually increases cost (I/O cost for storing and 

reading the context) from the state DB. 

If at all, then a different database technology may be useful for state from IoT devices (e.g. 

disk-based memory). Standardizing a single Data Layer would actually prevent using different 

database technologies for different NFs.
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No Data Layer needed for this: This is already supported by the agreement to expose NF 

capabilities as a service. 

An NF implementation (e.g. NEF) could decide to also locally store information. 

Conclusion: Data Layer (as a basis for analytics) is an implementation option on top of 

the already agred functionality. No standardized Data Layer needed to support this.
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Repetition of previous slides; please see related comments.
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Repetition of earlier slides. See related comments on earlier slides and S2-166721.
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…NF1 actually has to wait for the ACK from NF2 before 

NF1 can send the request to NF2.

(which comes at quite a price, see next slide)

Potentially a solution, but…
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Passing data via Data layer increases signaling overhead drastically 
and delays every procedure unnecessarily
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Figure 1: With Data layer

Signaling overhead for every 

request

• 6 additional messages (4 if both 

NFs use same DL replica)

Every procedure gets delayed

• Request can only be sent once 

ACK has been received at NF1

Figure 2: Without Data layer

No additional messages needed

Request can be sent 

immediately



Overhead and delay increases even more if Data Layer is used for 
return data as well.

NF1

Data Layer

(Local replica 1)

Data Layer

(Local replica 2)

2. Data1

5. ACK

7. Request ()

14. Response ()

NF1 NF2
1. Request (Data1)
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Figure 1: With Data layer

Signaling overhead for every 

procedure

• 12 additional messages (8 if 

both NFs use same DL replica)

Every procedure gets delayed

• Request can only be sent once 

ACK has been received at NF1

• Respose can only be send once 

ACK from NF1 reaches NF2

Figure 2: Without Data layer

No additional messages needed

Request and response can be 

sent immediately

NF2

9. Data2

12. ACK
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Background

• Strong consistency = all changes are atomic across replicas

Analysis

• As shown before, data needs to reach target function before 
target function gets called via direct messaging

• Data and ACK exchange between DL replica 1 and 2 shown on 
previous two slides is actually a simplification 

• In reality, strong consistency across many more replicas needs 
to be ensured (which requires more complex algorithms)

• Strong consistency comes at the price of lower system 
performance and is recommended to be avoided in distributed 
cloud systems

• See also Microsoft Developer Network: Data Consistency Primer. 
https://msdn.microsoft.com/en-gb/library/dn589800.aspx

Consistency model required by Data Layer not 
recommended for cloud applications
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Conclusion: Passing information via Data 
Layer instead of as part of direct signaling 
increases signaling need drastically and 
delays all procedures that rely on Data Layer.





Inefficient: Those need to be separate 

contexts (i.e. information is stored multiple 

times) since for #2 the solution allows “lazy 

write” (NF can cache, write information later) 

while for #3 information needs to be written 

immediately before other NF is triggered
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Data Layer relies on a proprietary function 

(“entry point to CN (e.g. load balancer)”) to 

ensure stickiness (same AMF instance being 

selected for subsequent transactions).

Unclear how this solution works, e.g. 

how does “entry point” learn whether an AMF 

still holds the context for a given UE (or 

whether it has become stateless already)?

Conclusion: Will not work across 

implementations. Thus, race condition 

issue still open (incl. case when UE is 

in CN connected state).
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Race condition issue also unresolved 

for the case when UE enters CN 

Connected state.

Note: The more AMF instances are 

deployed the higher the likelihood to 

select a different (“wrong”) AMF for 

subsequent requests.
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Question: Who (and based on which 

information) selects SMF, e.g. in case 

of an MT transaction?

Assumption (TBC): UPF selects SMF 

only based on load information (in line 

with AMF selection by RAN).

Question: What happens if the serving NF changes 

(e.g. SMF) or becomes stateless after the source NF 

(e.g. PCF) looked up the serving NFs ID in the Data 

Layer and while source NF is still busy sending the 

request to the (former) serving NF (e.g. SMF)?

Question: Who (and based on which 

information) selects AMF if there is no 

AMF listed in the Data Layer? 

Shifts race condition into the Data layer (which 

comes at quite a price, see slides 32/33)
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Selection of stateless functions as per DL solution 
is inefficient and increases system delays
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UPF selects SMF randomly (potentially 

taking SMF load load into account).

High likelihood to select wrong SMF (SMF 

which does not hold UE’s context).

(the more SMF instances with similar load, the 

lower the odds to pick correct SMF

 more unnecessary forwarding)
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Inefficient: Additional signaling and delays 

due to required forwarding of requests 

(can happen per MT transaction)

Note: Same issue applies when 

selecting AMF for MO transactions
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AMF BAMF B

SMF

Storing serving NF function IDs in Data Layer shifts race condition into DL
Delays all procedures (need for DB sync each time stateless NFs are selected)
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Forwarding of requests between NFs of 

same type increases signaling and delay 

unnecessarily.

Proposal moves the race condition into 

the Data layer (see slide 33).
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Current architecture proposals do not support 

this; would require an interface per NF to itself 

(AMF-AMF, SMF-SMF, PCF-PCF)

For subsequent MO requests the likelihood 

of this happening is high (increases with the 

number of serving AMFs with similar load).

Forwarding of requests between NFs of 

same type increases signaling and delay for 

request execution (for all types of MO 

requests).
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Conclusion: Data Layer relies on proprietary function 
for handling MO transactions and delays system 
transactions due to forwarding of requests between 
NFs and due to need for lengthy three phase DB 
commits during NF selection.





Implementations typically support better 

resiliency mechanisms than just relying on 

EPC restoration (the last resort), which do 

not necessarily use centralized repositories.
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