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1. Overall Description:

SA2 thanks RAN3 to initiate the discussions on these two topics.  In additional to the answers provided below, SA2 recommends RAN3 to refer to the conclusions as the result of the NextGen study which were captured in clause 8 of TR 23.799 v2.0.0. for further details. 
Questions:
Network slicing
On Slice availability and mobility:
Q1 (to SA2): Is a network slice considered to be available within the whole RAN or should it be assumed that slice availability is not guaranteed within the whole network? If slice availability cannot be guaranteed within the whole RAN, is there any assumption on areas within which availability can be assumed?
Ans1: SA2 partitions the network slicing establishment procedures into two main parts – i.e. CCNF selection and slice instance selection.  For the latter part, SA2 has not studied the specific aspect that RAN part of the network slice instance may not be available even though the core part of the network slice instance is available.  .  However, feedback from operator was that, for some slice type, e.g. eMBB, it is likely to be available throughout the RAN; but other slice type, e.g. CIOT, it may depend on the type of service deployment. During the normative phase of network slicing, SA2 certainly will work on this important aspect with RAN3 to ensure the consistent and robust end-to-end system behaviour.

Q2 (to SA2 and RAN2): Does network slice availability/unavailability impact idle and connected mode mobility?
Ans2: SA2 has considered the high-level system behaviours for the core part of the network slice availability/unavailability during the idle and connected mode mobility.   The network, based on local policies, subscription changes and/or UE mobility, can change the set of network slices that are being used by a UE by providing the UE a notification of Accepted NSSAI change. This then triggers a UE initiated MM procedure including in RRC and NAS Signalling the new value of the new accepted NSSAI the network has provided. This may also result to the change of the UE’s serving CCNF.  Changing the set of network slices accessible by the UE will result in termination ongoing PDU sessions with the original set of network slices if these slices are no longer used or become unavailable (Some slices are still retained, potentially). SA2 certainly will work with RAN2 and RAN3 on the further details for the signalling procedures to handle such scenarios.  SA2, however, assumes that the network slice configuration will not change within the UE’s registration area.
In relation to slice and resource allocations:

Q3 (to SA2): Would resource isolation imply that cryptographic means should be used to isolate CP and UP traffic between slices?
Ans3: SA2 currently is focusing on the network slicing configurations where some or entire core part of the control plane are shared across network slices that serve the UE.  Based on such architecture working assumptions, SA2 refers to SA3 to determine the proper cryptographic solution to support the CP and UP resource and traffic isolation between slices. In additional, SA2 has agreed to support per PDU Session tunnelling to isolate UP traffic between UEs and slices, 

In relation to Slice and QCI/QoS, RAN3 TR 38.801 v0.6.1 section 8 has a principle to say “RAN shall support QoS differentiation within a slice.”
Q4 (to SA2): Can a Single Slice type Support more than one Service having diverse QoS characteristics (e.g., can URLLC and non-GBR traffic be mixed and mapped to the same slice type)

Ans4: SA2 makes no design assumption to restrict the operator’s policy and implementation decision on the network slicing service capability and configuration.  Therefore, if operator decides to have single slice type to support one or more services with common or diverse QoS characteristics, the 5G network slicing architecture shall support it.   See also the definitions of network slicing in TR 23.799.  

On standardization of slice:

Q5: Will 3GPP standardize any slices?
Ans5: SA2 has agreed for the roaming scenarios and expect to support standardized and non-standardized NSSAI.  Given NSSAI includes the information of the slice type, this also implies that there will be standardized and non-standardied slice type(s) as well.  As for the actual definition and profile of the standardized Slice Type to be included by the NSSAI, it may be handled by other consortiums (e.g. GSMA), and not necessarily by 3GPP.  For further details on the roaming support through the support of standardized and non-standardized slide types, please refer to the clause 8.1 in TR 23.799.

On Slice ID:
Q6 (to SA2): How can the RAN receive an identifier that unequivocally identifies the network slice a UE needs to access?
Ans6: A UE may provide network slice selection assistance information (NSSAI) consisting of a set of parameters to the network to select the set of RAN and CN part of the network slice instances for the UE. However, for a "Service Request" the UE is registered/updated and has a valid temp ID, which is sufficient in the RAN to route the request to the UE’s serving CCNF/AMF that aware of UE’s corresponding slice(s). It is assumed that the slice configuration doesn't change within the UE's registration areas.  Never-the-less, it is SA2 understanding that in order for RAN to select a proper resource for supporting network slicing in RAN, RAN may need to be aware of the network slices via the support of NSSAI. How the RAN is aware of this is up to RAN WGs to determine. Please kindly inform SA2 once the RAN’s decision is made on this specific aspect.
Q7 (to SA2): How is such identifier defined? In RAN3 it was discussed that the identifier can be either provided by the CN or it could be provided by the UE.
Ans7: In addition to the answer above, SA2 would like to clarify that, there would be two variants of NSSAI per PLMN – Configured and Accepted NSSAI.  The Configured NSSAI is a NSSAI configured by default in a UE to be used in a PLMN before any interaction with the PLMN ever took place. The Accepted NSSAI is the NSSAI used by the UE after the PLMN has accepted an Attach Request from the UE by the core. The Attach Accept message includes the Accepted NSSAI. The accepted NSSAI may be updated by MM procedures.  As described above, the NSSAI would be used to identify the target slice for the UE.  As for whether the SM-NSSAI is to be provided by the UE or by the Core to the RAN, it is still under SA2 discussions. 
On Verification of UE to select slice:
Q8 (to SA2): How does the RAN verifies that the UE is authorized to select the slice and when this verification happens?
Ans8: SA2 concluded that it is the core to verify whether a subscriber is authorized to access a specific network slice.

QoS
RAN3 acknowledges the latest interim agreements captured in TR 23.799 and will take them into account for further discussing RAN-CN interface properties. The following questions are though still open

On User Plane:
Q9 (to SA2 and RAN2): Which information of user plane marking for QoS needs to be included in the encapsulation header over NG-U?
Ans9: The NG-U (NG3) encapsulation header needs to include the QoS Flow identifier that refers to the corresponding QoS authorized via NG2 signalling. Additionally, per packet NG-U (NG3) indication can be used for Reflective QoS activation, see section 8.2 in 23.799.
On Control Plane

Q10 (to SA2): Which QoS related information can be modified during a PDU session?
Ans10: SA2 agreed the NAS-level QoS profiles (A- or B-type) shall be provided at PDU Session establishment to the RAN using NG2 signalling. A-type NAS-level QoS profile has standardized QoS characteristics. B-type NAS-level QoS profile has QoS characteristics of which QoS parameters are dynamically signalled over NG2. If the priority level associated with an SDF that was mapped on a QoS flow marked with A-type profile needs to be adjusted, the network can initiate a QoS flow of B-type with the required QoS parameters, and map the SDF to the newly initiated QoS flow. 
2. Actions:

To RAN3:
ACTION: SA2 kindly asks RAN3 to take the above information and the conclusions as captured in clause 8 in TR 23.799 into considerations.
3. Date of Next SA2 Meetings:

SA2 Meeting #119
13th – 17th Februrary 2017
Dubrovnik,Croatia

SA2 Meeting #120
27th – 31st March 2017
Busan, Korea
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