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Abstract of the contribution: This paper proposes an initial attach procedure in roaming. The proposed procedure is applicable to both of home routed and local breakout roaming scenarios.
1. Introduction
For the non-roaming case in solution 6.1.2, UE sends the requested MDD to CN during initial attach in order to indicate requested slice types. The MDD is defined as follow:
· An MDD vector can be PLMN specific or standardized. 
· When a MDD vector is PLMN specific, the UE stores the PLMN ID of the PLMN that assigns the MDD vector. The UE shall not use this MDD vector outside the PLMN that assigns it as it identifies a PLMN specific slice, not available elsewhere. 
· Standardized MDD vectors can be used in all PLMNs. 
· Federations of PLMNs may agree on common values of MDD vectors and support the same slice types, but this outside the scope of 3GPP.
According to the description above, in roaming scenarios, the UE shall not use a PLMN specific MDD in the VPLMN.  
2.
Discussion
In order to prevent the UE from sending a PLMN specific MDD to the VPLMN, there are 3 alternative ways of resolving the issue. 
· Alternative 1: UE configuration
The information about the MDD vectors and the related PLMN(s) that support(s) each MDD vector based on the roaming agreement between HPLMN and each VPLMN is configured in the UE. In roaming scenarios, the UE evaluates the MDD vectors based on the configuration information and makes a requested MDD containing the MDD vectors which are supported by the VPLMN. Since the roaming agreement is different per VPLMN, the UE should compose the requested MDD differently depending on which VPLMN the UE is currently attaching to. If a roaming agreement with a VPLMN is changed, it also requires updating the configuration in the UE accordingly.
Observation 1: With the alternative 1, the UE needs to configure PLMN Specific MDD vectors per PLMN. It also requires updating the configuration in the UE if a roaming agreement with a VPLMN is changed.

· Alternative 2: Providing all services 
To avoid using PLMN specific MDD values in the VPLMN, the UE does not include the requested MDD at initial attach. Since the VPLMN does not receive the requested MDD from the UE, the CN in the VPLMN communicates with the HPLMN to obtain the subscribed MDD of the UE and provides all possible slice types which are mapped to the subscribed MDD. In this approach, the UE is not able to indicate the requested services during initial attach. 
Observation 2: With the alternative 2, the UE is not able to indicate the requested services during initial attach. To remove unnecessary NSIs, the additional UE triggered reselection of a network slice procedure depicted in 6.1.2.2.3.2 is required.

· Alternative 3: MDD vector for roaming 
The UE sends a MDD vector for roaming as the requested MDD at initial attach. The roaming MDD vector does not indicate any specific MDD vectors but a level of roaming services (e.g., PS data off). When the RAN in VPLMN receives the Roaming MDD in the RRC layer, it may route the initial attach message to a suitable CCNF (e.g., a CCNF for roaming users). Since the CN in VPLMN does not know the explicit requested MDD, the CN in the VPLMN communicates with the HPLMN to obtain the MDD vectors based on the level of roaming services sent by the UE. In this approach, the UE is able to indicate the requested services during initial attach in the same manner as the non-roaming case.  
Observation 3: With the alternative 3, the configuration in the UE wrt PLMN specific MDD vectors for every PLMN is not required. The UE is able to indicate a level of roaming services during initial attach procedure. 
Conclusion and Proposal
Based on the observations above, it is proposed to go for alternative 3 and include the text proposal below.
3.
Text Proposal
*** start of the change ***
6.1.10
Solution 1.10: Roaming architecture for Network Slicing based on solution#2

Figure 6.1.10.1.1-1 depicts the non-roaming architectural concept based on solution#2 for the Core Network Slicing. Figures 6.1.10.1.2-1, 6.1.10.1.3-1 and 6.1.10.1.4-1 depict the roaming architecture scenarios. Among all these architecture, the Core network slice is sharing some network functions with other slices for that serve the same UE, including the NG1 and NG2 terminations, at the CCNF.
6.1.10.1
Architecture description
6.1.10.1.1

Basic Non-roaming architecture 

The following non-roaming scenario is based on network slicing solution#2 as captured in clause 6.1.2. 
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Figure 6.1.10.1.1-1: Core Part of Network Slicing concept (Non-roaming scenario)

Editor’s note :The support of NGcp between the CCNF and the Policy Control Function (PCF) is dependent on the outcome of  NextGen policy framework as documented as KI#10 in clause 6.8.10. 

6.1.10.1.2
Home-routed
roaming architecture 
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Figure 6.1.10.1.2-1: Core Part of Network Slicing concept (Home Routed roaming scenario) 

In all roaming scenarios, it is possible that, the control plane and the user plane of the Core part of the NSI may be split between the visited and the home PLMNs (e.g. SM etc.).  Such design consideration is very similar to today EPC roaming scenario.  
The assignment of network function at the HPLMN corresponding to the requested slice type from the VPLMN is the decision of the HPLMN. 




6.1.10.1.3
Local breakout roaming architecture supporting Home PLMN Application Function
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Figure 6.1.10.1.3-1: Core Part of Network Slicing concept (Local Breakout roaming scenario with Home Operator’s Application Function) 

In the above local breakout roaming scenario, the visited PLMN hosts the NSI to serve the UE’s home PLMN’s application function.  

6.1.10.1.4
Local breakout roaming architecture supporting Home PLMN Application Function
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Figure 6.1.10.1.4-1: Core Part of Network Slicing concept (Local Breakout roaming scenario with Visited Operator’s Application) 

In the above local breakout roaming scenario, the visited PLMN hosts the NSI to serve for its local application function.  

6.1.10.2
Function description
6.1.10.1.1

High level operation description 

The standardized MDD vector for roaming:

The MDD vector for roaming is defined as standard to make it understandable globally. The Roaming MDD vector indicates a level of roaming services (e.g., PS data off), but does not indicate any explicit MDD. The UE uses the Roaming MDD vector as the Requested MDD during the initial attach procedure. When the VPLMN receives the Roaming MDD vector included in the Initial Attach message, the VPLMN negotiates with the HPLMN for the slice types which are available to the UE in the VPLMN based on the roaming agreement. 
By using the Roaming MDD vector, HPLMN is able to hide network slice related information that the HPMN supports for its subscribers but does not have a SLA with the VPLMN and the UE is able to request a certain level of roaming services and restrict some unwilling services, for example, PS data off in roaming networks since it may charge a lot.
MDD translation: 

During NSI selection, the serving CCNF uses the subscriber information it has obtained from the HPLMN Subscriber Repository as described above, which may include the subscribed MDD,  the subscribed DNN and possibly other information (e.g. to support the selection of the network function entities corresponding to the subscribed  MDD and subscribed DNN in HPLMN) to bind the subscribed MDD with a MDD value in the VPLMN. After the completion of initial attach, the UE stores the binding information between the subscribed MDDV-V values which are mapped to the MDDV-H values. The UE uses the MDD value in the VPLMN for subsequent NAS and AS signalling messages.  

In the case of home-routed roaming scenarios, the serving CCNF replaces the serving PLMN MDD with the corresponding HPLMN subscribed MDD (which was bound to it in NSI selection phase) in signalling it routes to Slice Specific Network functions which may require the Slice Specific Network Functions in the VPLMN to interact with Slice Specific Network Functions in the HPLMN. The Routing of this signalling from VPLMN Slice Specific Network Functions to HPLMN Slice Specific takes into account the subscribed MDD. 

If there is no roaming agreement to support Network slicing between a HPLMN and a VPLMN, the VPLMN assigns the UE to an inbound roaming slice and the selection of the HPLMN functions is based on the DNN only.
6.1.10.3
Example procedures
6.1.10.3.1

Initial attach in roaming scenarios 
The following procedure is based on network slicing solution#2 as captured in clause 6.1.2.
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Figure 6.1.10.3.1-1: Initial Attach in Roaming 

1. The UE detects that it is in a visited network and sends Attach Request including the standardized MDD for roaming. The MDD-for-roaming includes the required roaming level (e.g., PS data off). The MDD-for-roaming may also be included in the RRC layer in order for the RAN to aware that the UE is a roaming user and to route the Attach Request message to a suitable CCNF. 
2.
The RAN forwards the Attach Request to the Core based on the routing criteria. 
3.
The CCNF investigates the MDD-for-roaming. Since the MDD for roaming does not indicate any MDDVs explicitly, the CCNF sends the Subscription Request including the UE information such as IMSI and requested roaming level and VPLMN information such as VPLMN ID to the HPLMN repository. 
4.
The Subscriber repository authenticates/authorizes the UE and if the authentication/authorization is successful, then the repository checks the UE subscription. Based on the requested roaming level, UE subscription and the SLA with the VPLMN, the repository decides the Accepted MDD for the UE which is available in the VPLMN.
5. The subscriber repository in HPLMN sends Subscription Response including the Accepted MDD by HPLMN.
6.
The Serving CCNF verifies the Accepted MDD by HPLMN and composes the Accepted MDD by VPLMN. For example, if some part of the Accepted MDD by HPLMN received in the Subscription Response in step 5 is currently not available in the VPLMN, the serving CCNF excludes the unavailable part and composes the Accepted MDD by VPLMN containing the available part only. If the MDDV value in HPLMN is different from the MDDV in VPLMN for a same slice type, the CCNF stores the binding information. 
7-8. The Serving CCNF sends the Attach Response including the Accepted MDD by VPLMN and the binding information between MDDV-H and MDDV-V.
9.
When the UE receives the Attach Response including the Accepted MDD, the UE comes to know what types of network slices are available to the UE. The UE stores the binding information between the MDDV-H values and the corresponding MDDV-V values which are mapped to the MDDV-H values. 

6.1.10.4
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

*** end of the change ***

�Move to section 6.1.10.1.1
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