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Abstract of the contribution: This contribution discusses the potential issues and impact to support the SM and MM separation. Based on that analysis one conclusion is proposed. 
1.  Introduction
The issue of MM and SM separation was discussed in WT2 (Relation between SM and MM) of key issue 4. The main reason to separate the MM NF and SM NF is that the MM/SM can be located in different slice part (i.e. shared part and non-shared part) when the UE access multiple slices simultaneously. However the benefit and potential impact has not been fully investigated. In this paper, we analyse this issue.
2.  Discussion

2.1 Impact introduced by the MM/SM separation
If we separate the MM/SM function, the impact can be listed as below: 
· The amount of messages
Similar as the ESM message container defined in the EPC Attach procedure, it is possible to define a SM message container IE included in MM message. This is one potential mechanism to reduce the amount of the message. 
If that, the MM function may need to understand the semantics of SM message in the container, to decide whether it need wait the response from the SM function. If the response from the SM function is need, it shall wait the procedure handling in the SM function and send the MM message containing the SM message container to the UE until the procedure completion in the SM. 
Answer: as described in the Nokia paper MM shall not have to understand SM signalling and the result of a MM action shall not depend on the result of the SM message that happens to be concatenated within the same baseline NAS message. If the baseline NAS message concatenates a MM request and a SM request, the answer has to contain a MM answer (and ‘cause’) and a SM answer (and ‘cause’) with e.g. the former being possibly “OK” and the latter being possibly “NOK” 
Observation 1: If the SM is encapsulated as a container in the MM message, the MM may need be aware the semantics of included SM message to decide whether it need wait the response from the SM function. 
On the other hand, if we handle them independently. The SM uses independent protocol layer/message, based on the transparent direct transfer mechanism in MM to send/receive messages with the UE. This will increase the amount of the message. 

Taking the EPC TAU procedure in the Figures for example, it costs at least 6 more messages than the procedure without SM and MM separation. We assumed similar case exist in the NextGen system. 
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Figure 1 TAU procedure based on independent SM protocol layer over MM
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Figure 2 TAU procedure without SM and MM separation
Observation 2: Independent SM protocol layer over MM will increase the amount of the message, which may increase latency and degrade the performance. 
Answer: Message concatenation of an MM and of a SM request should be possible within the same NAS baseline message
· Interaction between MM/SM
The SM will not manage the NG1 connection itself. They share the same connection/security context with the MM and that connection is managed by MM NF. The coordination between the MM/SM is inevitable. Some issues need be considered: 
· IDLE State handling: 
· In the IDLE state, MM can not relay the SM message, which requests the MM have the capability to buffer the SM messages, suspend the SM procedures until the completion of the MM procedures.
· ANSWER: Even if the MMF and SMF are integrated in the same entity (as in EPC/MME), in the theoretical case where SM would have to send NAS SM to the UE while the UE is IDLE, the SM procedure would have to be wait for the UE to be CONNECTED again.
· Connected State handling: 

· Handover procedure, the SM procedure and MM procedure shall be finished synchronously. If the MM NF has changed from source RAN to the target RAN, but the SM NF still connects to the source RAN, the data transmission will be interrupted. This is also identified in the TR, 

“Some NG2 signalling (such as Hand-Over related signalling) may require both MMF and SMF interactions. MMF is responsible to ensure the coordination between MMF and SMF interactions.”
How to synchronize the MM and SM procedure is one issue to be resolved. 
Answer: Sol 4.16 “During a Hand-Over : the SMF needs to interact with MMF in order to receive from the RAN the DL Data forwarding address information  (User Plane address of the RAN) from the RAN in order to control DL data forwarding  in the NGUP(s). This corresponds to the handling of a MM event requiring the exchange of session related information on NG4”. 

During a HO (mobility) MMF will have to interact with SMF in order to have SMF reconfigure the UPF (this will not induce more signalling than in S4/S11 case) 
· Cross message handling, the cross message is always the complexity issue to be handled in the legacy system. For example, when the Create bearer request message is triggered but the X2-based handover procedure is ongoing, the SM message should be suspend and resumed. Similar situation for the S1 based handover, the SM message should be rejected. So when the cross message handling exists, the SM normally need aware the status of MM. Before this is handled as the vendor internal implementation issue. Even if the new case happen, it can still be quickly resolved via the internal logic. Now if the separation is proposed, all possible cross message handling case need be reviewed and the related status exchange need be defined. If there are new case happen, it may need involve different vendor to resolve this issue. Normally it need more time than the vendor internally issue.
Answer: MM may suspend or reject a SM request due to the UE state. This is between Stage 2 and Stage 3. If as proposed later by this contribution SM functionalities are split between functionalities collocated with MMF and functionalities that are stand-alone (and Home Routed would be a case where that split would be necessary) the possibility to pause or reject SM requests due to UE MM state has to be defined at standards anyhow.
Furthermore hiding the difficulty in implementation is … hiding the difficulty. Leaving room for vendor and operator differentiation (e.g. when defining new policies) is good but this does appear to be the topic (message crossing) for which operators may not really differentiate themselves from their competitors.
· Tight interaction in NextGen system between SM/MM, 
· Common information in SM and MM (MM->SM), Some information is needed by both MM and SM function, e.g. IMEI, Location etc. It need be determined which MM information is required by the SM and how to synchronize the data. 
· Answer:This is agreed but not considered as an issue ; Taking EPC as an example, information like IMEI, ULI are communicated between entities and will have to be communicated between MMF/SMF. Some (e.g. IMEI) may be communicated at the first NG11 interaction between MMF and SMF. Other (e.g. ULI change) may be subject to specific subscription from SMF.
· SM impact on the MM(SM->MM), in the EPC system based on the special SM context, the MM may take different handling. For example if EMC bearer exists, the area restriction can be overridden. We assume similar scenario also exist in NextGen system. 
· Answer:: EMC will also have to be supported in NGC. MMF may be notified by the UE (equivalent of Emergency Attach). The baseline NAS message may have an indication on the priority (LAPI / EMC / regular) of the message.
· SM message Routing mechanism, UE/RAN will send some information e.g. session ID to indicate the related SM function directly. MM needs to map the information send from UE/RAN to the SM IP address/SM ID/Session Context ID, which means the MM need be aware of some information in the SM context and some part SM information should be put outside the SM message container.
· Answer:: this is agreed but not an issue. MMF needs to know the list (and address) of SMF that handle a PDU session for the UE. This is already documented in sol 4.16
Observation 3: 
· Use case: to support the successful cross message handling, all the potential cross message handling case need be reviewed and the related status exchange need be defined. If new case happen, more time are need to resolve it than before. 
· Procedure: the interaction between the MM/SM procedures need be carefully design to assure the process can be handled successfully, e.g. the SM procedure and MM procedure in the handover procedure shall be finished synchronously, SM message buffering.
· Message: The tightly cooperation between MM/SM introduce the complexity on design of the message, e.g. SM message and special mechanism need be introduced between MM/SM for any potential interaction. 
· SM and MM separation impact in other nodes

SM and MM separation does not only affect the core network, it also has influence on UE and RAN, NG1 in the UE and NG2 in the RAN may need to decouple the SM and MM related information/procedure. 
Observation 4: SM and MM separation will also affect UE and RAN.
Answer: Is this a real issue ? It is claimed that it is benefit of cleaning splitting MM and SM functions allowing change on the latter (SM) not to impact the former (MM) and the other way round. For example addition of new QoS procedures or new PDU session types should impact only SM (and not MM).
2.2 Alternative mechanism 
As discussed in section 2.1, the impacts due to the introduction of the MM/SM separation is not neglectable. The complexity is inevitable. Then we may need see how much gain we get from this separation. Till now the main reason from our understanding is due to the SLICE issue. If the MM/SM can be separated, it can be easily to put the MM on the Common Shared CP part, and the SM can be put on the non-shared part, i.e. the dedicated slice.

If the reason is just for slice, another potential split mechanism is that we can split the SM into two parts. 

· One SM part, which is related to UE service authentication part, is put into the common CP part. In this part, SM mostly do the service authentication per user’s subscription data. This part will not too much different per slice. 
· Another SM part, which is related to the management of connection to the DN network, is put into the dedicated slice. In this part, SM may trigger different action per the PDN type and DN network to be connected. It can be customized per different slice. 
By doing that the tight cooperation between MM/SM are kept and the complexity issue raised above can be avoided. And this mechanism is similar as what we have done today. We can assume the issue to be resolved will much less than the MM/SM separation case. 
Answer: this is not a clean separation and changes to session management would impact both entities.
3 Proposal
Based on the above discussion, we propose to endorse the following bullet for the solution on SM and MM interaction,

1. The MM/SM separation solution will introduce the complexity on the system design no only on the procedure but also on the message itself. 
2. It is proposed not split MM/SM until the big benefit from the separation has been seen. 
It is proposed to discuss this issue and make a decision on this issue. One change proposal reflect above discussion also list.  
Answer apart from clean separation of feature allowing a simpler introduction of new features  in networks, slicing is also a key element to consider
The diagram in Tdoc 5645 (HW) shows a monolithic UMF that seems to handle all MM and SM interactions, so not allowing a split between CCNF functions (common between the slices serving an UE) and isolated functions (due to slicing). Even if UMF would be split up, then would come the question that putting in the same standard functional entity MM and the SM functions dealing with Hand-Over / IDLE-CONNCTED transitions, etc… and putting other SM functions  (e.g. related with NG6/”Gi” services) in another  standard functional entity may lead to the systematic usage of 2 UPF for a PDU session which is NOT optimum!!
* * * Start of First Change * * * *

8.7
Interim Agreements on MM and SM interaction
Interim agreements for MM and SM interaction are as follows:

1. A single NG1 NAS connection is used for both MM and SM-related messages and procedures for a UE. The single NG1 termination point is located in MM.
Editor notes: This is applied for UE only registered via 3GPP access. The case of UE registered via non-3GPP is FFS.


2. MM forwards SM related NAS information to the SM function.


3. The MM and SM functions are not separated. 

NOTE: 
The SM function part can be split into two parts per deployment scenario. One part is for the service authorization. The other is for the management of the connection to the DN network.
* * * End of Change * * * *
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