

SA WG2 Temporary Document
Page 1

[bookmark: _GoBack]SA WG2 Meeting #117	S2-165692
17-21 October 2016, Kaohsiung, Taiwan

Source:	Deutsche Telekom AG
Title:	Update of consolidated architecture option 4
Document for:	Approval
Agenda Item:	6.10.22
Work Item / Release:	NextGen / Rel-14
Abstract of the contribution: This contribution provides updates to the consolidated architecture option 4.
Introduction
Using a message bus for information exchange inside a network slice create a new paradigm for the NFs itself. They need to register and subscribe to information-subjects which they want receive such messages. Information exchange is then done via Message Queuing Systems with their various possibilities to distribute the information. Transactions are performed within a stateful scope. Finally, the message interaction is stored on the Shared Data Layer. Hence, other NFs may easily access the result (or current state) of the transaction. 
Proposed changes to TR 23.799
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7.4.1.2	Functional Description
The discussed option and its functional description is based on the MRFF and the data storage on the UDM which serves as the Shared Data Layer (SDL). 
When a new NF-instance is deployed, instantiated and configured by the network management and is ready to perform its specified functionality, it registers itself on the MRFF. The registration may contain the service description and/or subscription(s) to certain notifications. Appropriate security functions (e.g., Authorization of Subscription) may be performed before the NF-instance is allowed to communicate. When removing the NF-instance (e.g., scale-in), the NF-instance de-registers itself from the MRFF.
NOTE:	By registering and de-registering of NF-instances, the MRFF maintains a directory of all available and active NF-instances together with their service capabilities and subscriptions.
When a NF-instance wants to send a message to another NF, it first publishes the message towards the MRFF. The message includes certain meta-information, and the message content itself.  The MRFF uses the meta-information and the directory to select an appropriate target NF-instance, i.e. a NF-instance which has registered the corresponding service and/or subscriptions. The selection of a target NF-instance may also consider enforcement of message constraints and/or load-balancing. The message is then made available to the selected destination by the MRFF.
NFs should operate stateless. When the NFs require certain information, they may retrieve appropriate state and context information from the SDL. However, messages within a transactional context require an identifier on meta-information level to provide the messages and the results onto the appropriate NF or, more specific, the appropriate NF-instance. Transactions may be finalized by the original NF-instances, which keeps an internal transaction state. This could by solved by using a Reply-To-mechanism inside the meta-information. 
The NFs only need to store the transaction state until their task is performed for that specific transaction. The results of the transactions are stored on the SDL. Upcoming NF requests may fetch the data directly from the SDL.
Details on the SDL are handled in 6.7.5 (Solution 7.5).
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