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Introduction
In solution 6.3 (Multi-homing over multiple PDU sessions with network-provided routing rules) there were a few notes regarding things that needed to be clarified/studied further. This change request is addressing the four Editor’s notes that are in chapter 6.3 of 3GPP TS 23.799. 

Discussion

Editor’s Note 1

Editor's note:
It is FFS if IPv4 need to be supported in this solution.

When the next generation networks are to be introduced on the market around 2020, the market share for IPv6 will have increased further and IPv6 is likely the dominating IP version in 3GPP networks, especially as it seems like introduction of IPv6 in 3GPP networks is quicker and easier to do than for fixed access to the homes. This does however not mean that IPv4 support can be omitted from the 3GPP networks.
For use-cases with local data network and CDN it is the operator that implements the routing infrastructure for the services and in the given timeframe there is nothing major that prevents the operator to implement these use-cases with IPv6 only.

If the operator has both IPv4 and IPv6 support in the network, it will be in the operator’s interest to move over traffic to IPv6 as quickly as possible to decrease costs in the network. So the major driver for still using IPv4 in a network will be that the network is IPv4 only or that the services are not available on IPv6. For operator controlled services there is a benefit to implement IPv6 as soon as possible when IPv6 is introduced to the terminals. Based on this, the main driver for supporting IPv4 at all is to provide generic Internet access via IPv4. 
For the traffic in the use-cases that remains, are there drivers enough to actually drive an IPv4-solution for local-breakout with make-before-break re-anchoring (that is the main use-cases for using a multi-homing solution)? Likely not, as there also exist solutions like UL-CL and ordinary break-before-make re-anchoring for IPv4.

The conclusion is therefore that multi-homing IPv4 solutions with routing support are not needed in the next generation network timeframe. 
Editor’s Note 2
Editor's note:
The DHCPv4 option does not allow for subsequent updates of the routing information. Whether this limitation is an issue is FFS.

If SA2 anyway decides to support IPv4 with multi-homing, there is a possibility to announce the routes via DHCPv4. This is however only limited to announcing the routes when the DHCPv4 messages are sent from the CN to the terminal. Communication after the initial DHCP request from the terminal need to be driven by changes in the network and there is no solution identified that allows the terminal to acknowledge a spurious DHCPv4 response. This implies that route announcement would only be applicable when a PDU session with IPv4 is established. 

So is this a problem then?
One potential issue is that the DHCPv4 signalling for the most recent PDU Session established provides routes that overlap/conflicts with previously announced routes for previous PDU Sessions, i.e. the most recent PDU Session (DHCPv4) announces routes to the same destination as has been announced for earlier PDU Sessions. In this case there may have been a need to update the routes provided for previous PDU Session. However, if there are no route overlaps between the routes announced via DHCPv4 and existing routes in the network, there is no problem.For example, if only local networks that are not reachable from any other anchor point are announced, there is no overlap, as those networks  are not reachable via the default route (with default route on the previous PDU Session). This then means that routing overlap only can occur for externally routed network addresses  and in that case the destination may be reached over either interface and it may be difficult to ensure that the most optimal interface is used. It is then interesting to also note that the DHCPv4 option can be used to announce local networks and as long as there is not more than one anchor on that local domain these routes only need to be announced once. 
The conclusion is therefore that the lacking support for subsequent updates of routes when using the DHCPv4 routing option is not an issue.
Editor’s Note 3
Editor's note:
It is FFS how service continuity is handled for applications in case they are moved to a different PDU Session because of the routing rule update. 

One aspect of this editor’s note is the selection of source IP address for the application traffic. When routing rules indicate that traffic for an IP (IPv4 or IPv6) based application is moved to another PDU session the source address of the traffic may change or not. There are two main scenarios covering the application impact of changing the PDU session:

· The socket is bound (typically using the socket-API function “bind”). This means that the same IP address will continue to be used for the life-time of that flow. The IP address may be routed by one of the available connections for that network (in 3GPP EPC networks typically identified by an APN name). If no policy based routing is used, it would typically be routed on the connection with the lowest cost. Using bound sockets are the normal behaviour for applications using TCP and it can be used for UDP as well. The IP address of a bound socket is added when binding the socket and the address may be specified by the application or set to “ANY” which allows the TCP/IP stack to use the best address available (the one with the lowest routing cost is normally selected).

· The socket is not bound. This is normally applicable for raw sockets and for UDP sockets that are unbound. They are typically using sendto-function for sending packets, where the IP information for the destination is added to every sendto request and the source address is selected the same way as for bound sockets, but that selection is done for every packet sent. Applications that uses this behaviour are in most cases using it to become multi-homed, i.e. they should use the best available connection (e.g. Google QUIC uses this to better handle handovers between WIFI and 3GPP networks).

Note that traffic may also be originating from the TCP/IP stack and not from an application. One example of such traffic is ICMP responses to an ICMP echo request. Another is “Packet too big”-messages. ICMP messages in response to messages addressed to the host uses the same source address as they were addressed to, while locally initiated messages are using the IP address of the interface that they are transmitted on (as socket traffic bound to “ANY” address.
Another aspect of this editor’s note is the selection of egress interface (PDU Session) for the application traffic.To make sure that traffic is routed out on the correct egress interface, many operating system have implemented different policy based routing solutions, in many cases as simple as: Always use an egress interface that is on the same subnet as the source address.
This policy would then prevent traffic from egressing the terminal on another PDU Session than the one that the address belongs to (a problem described in literature and some solutions are described IETF RFC7157). If the definition of the DN is not the same PDU session, but rather only the same network identifier (e.g. APN), it would still be beneficial to route traffic on the PDU session that owns the IP address to prevent re-routing between different anchor sites.
The conclusion based on this discussion is that service continuity for applications will not be broken by the behaviour for typical TCP/IP and UDP/IP applications, as long as the traffic is routed on the correct egress interface and as long as the application can handle re-anchoring of IP sessions in other situations (e.g. when requesting a new bound socket). 
Editor’s Note 4
Editor's note:
When the CP function decides to establish a new PDU session due to UE location change or subscription information, it is FFS how the routing rules are determined.

Routing rules can be determined based on many different aspects. Local policies would be an important input, e.g. what services should be routed via a specific egress network. But when looking at the generic local re-anchoring use-cases, then changing the default route to a new anchor at a network location would be sufficient to start with.  
Adding routing for local destinations based on local services is also information that typically can be handled as local policies in the CP.

The missing piece here is then the selection of the site for the user plane. The information needed to do that selection is needed also for re-anchoring or selecting local break-out of traffic at a new site. The missing piece here is the routing policies discussed above. The combination of those should be enough for making a decision in the CP.

The conclusion is therefore that routing rules can be decided based on user plane selection mechanisms in combination with local policies in the control plane. 
Proposal

It is proposed to update TR 23.799 as follows

**** First Change ****

6.6.3
Solution 6.3: Multi-homing over multiple PDU sessions with network-provided routing rules

6.6.3.1
Architecture description 
When a UE already has an existing PDU session to a given Data Network, a second PDU session to the same Data Network may be established via a trigger from the network to the terminal. This may arise in the following cases.

-
When the network determines that a service that the UE uses or intends to use (based on e.g., subscription information, local configuration or explicit signalling) can be better served via another TUPF, such as a local TUPF. 

-
In case of mobility, when a new PDU session to a new TUPF should be established before the old PDU session to an old TUPF is released. This case is common with Solution 6.1 SSC mode 3 and the description in Section 6.6.1.2.3 (CN-provided trigger followed by UE-requested PDU Session (SSC mode 3)) applies to this solution as well. 

When a UE has multiple PDU sessions to the same Data Network with multiple addresses/prefixes, the network provides rules to the terminal to decide which address to apply in case of a given traffic flow. This is analogous to the multi-homing variant of Solution 5.2 with the difference that in this solution, the multiple addresses/prefixed are used over different PDU sessions. Hence, in this case the rules determine not only the IP address to be used, but also the PDU Session.

Specifically, for IPv6 the solution relies on RFC 4191 which includes mechanisms by which the network can configure rules into the UE to influence the selection of the address and thereby the selection of the PDU session. This is achieved via sending routing rules together with the IPv6 Router Advertisements. 

For IPv4 the same can be achieved by means of RFC 3442. As an alternative for IPv4 (e.g. if DHCP is not supported), routing information is passed as a control-plane message to the UE.
Multi-homing IPv4 solutions with routing support is not needed in the next generation network timeframe. But even if this is to be implemented and used, the DHCPv4 option for announcing routes is available and fulfils the requirements.
The missing support for subsequent updates of routes when using the DHCPv4 routing option is not an issue if reasonable restrictions are applied. 


Using this mechanism, the network can e.g., trigger the setup of an additional PDU session with an additional address/prefix using a local TUPF whenever the network determines that the user intends to use a service for which a local server is available. Using the routing rules configured into the terminal, the network can direct the appropriate flows via the local TUPF using the corresponding address. At mobility events, the network may determine whether or not to trigger the use of a new local TUPF at a new location, depending on how the specific application is supported locally and based on the specific network deployment. 
Service continuity for applications will not be broken by the behaviour for typical TCP/IP and UDP/IP applications, as long as the traffic is routed on the correct egress interface and as long as the application can handle re-anchoring of IP sessions in other situations (e.g. when requesting a new bound socket). 

6.6.3.2
Function description 
6.6.3.2.1
CN-provided trigger for new UE-requested PDU Session, no mobility case

Depicted in Figure 6.6.3.2.1-1 is an example flow illustrating how UE-requested PDU Session is established base on CN-provided trigger. 
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Figure 6.6.3.2.1-1: CN-provided trigger followed by UE-requested PDU Session

1.
UE has an established PDU Session (PDU Session 1) with TUPF1. The PDU Session user plane path involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than TUPF).
2.
At some point the CP functions decide to establish a new PDU Session because TUPF1 may not be optimal considering the current services used by the UE. This trigger may be based e.g., on a combination of subscription information, local configuration and explicit indication from the UE, application or policy entities or from a user plane entity. The CP functions send an [NG1] PDU Session Trigger message to the UE which triggers the UE to request a new PDU Session for the same data network, without releasing PDU Session 1. 
Routing rules can be decided based on user plane selection mechanisms in combination with local policies in the control plane.

3.
UE sends [NG1] PDU Session Request message to request a new PDU Session. 

4.
The CP functions select a new TUPF (TUPF 2) and configure the user plane path for PDU Session 2 involving the RAN, TUPF2, and any intermediate U-plane nodes. TUPF2 allocates the new IP address/prefix (IP@2) and sends it to the UE using an IPv6 Router Advertisement. Together with the Router Advertisement, TUPF2 also sends routing rules to the UE which govern when the newly allocated address should be used. 

5.
UE starts using PDU Session 2. In case an existing data flow is moved over from PDU session 1 to PDU session 2, upper layer mobility mechanisms may be invoked for service continuity. 
6.6.3.2.2
CN-provided trigger for new UE-requested PDU Session, mobility case

In this case, the new PDU session is triggered by UE mobility, and the network decides to set up a new PDU session before releasing the old one. This procedure is executed as defined for Solution 6.1, SSC mode 3, described in Section 6.6.1.2.3. 
6.6.3.3
Solution evaluation 
Editor's note:
This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
**** End of Changes ****
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