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Abstract of the contribution: This paper proposes to extend the existing key issue #6c to accommodate situations where different V2X servers are associated with a specific region(by a given eNB).
Introduction

The current figure in key issue #6c is not realistic, as it misses the cases where the possibilities apply where a specific coverage region of an eNB is associated with different V2X servers. The V2X messages received by the eNB have therefore be distributed to the relevant, local V2X servers. Cases include:
1. There are going to be various different road-authorities utilizing the V2X infrastructure, hence owning different V2X servers that fall in the same radio coverage region; 

2. A realistic traffic system includes sections in and around crossroads that diverge from a specific area to different directions, the areas along which will deploy different V2X servers. This means for the crossroad region, there could be various V2X servers detected. Depending on which direction the UE is travelling to, UE will enter different geographical areas, hence the right V2X server need to be discovered and selected by the UE.   
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Compared with the original figure (above), a more realistic example is that there are going to be multiple road authorities operating and offering V2X services for different types of roads (eg. public road owned by the government, privately-owned road by commercial companies, etc.). Different road authorities can be e.g. federal highway administration, toll road operators, regional governments, municipal road authorities, etc. In the meantime, these different types of roads may overlap, intersect et cetera. This implies that various different V2X servers are deployed within the same radio coverage area. V2X messages originating from a UE have to be distributed to all the relevant local V2X servers.
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Another issue is that road authorities will want to deploy their V2X servers independently from the radio access infrastructure deployment of the different mobile operators in the area. That implies that the border between the ‘coverage area’ of two V2X servers is unlikely to coincide with the border between the coverage area of two eNBs. This implies that V2X messages that are received via a particular eNB, may need to be distributed to multiple V2X servers. See figure below.
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Proposal

It is proposed to agree to the following changes to TR 23.785 v1.0.0 (2016-06).

* * * 1st Change * * * *

5.6.4
Issue #6c: Local V2X server discovery

In V2X environment, this kind of pre-configuration info to UE is not sufficient because the V2X server is associated in a geographical manner so there needs to be a discovery mechanism for the UE(s) as they are arriving into each geographical area.

In the following example (Figure 5.6.4-1), different V2X servers (possibly from different road authorities)  are used  to provide V2X services for different sections of road.  So when the UE is traveling along  a road,  the V2X messages from this UE need to be distributed to the relevant V2X servers. Because different types of roads may overlap, intersect et cetera, V2X messages sent via a particular eNB may have to be sent to multiple different V2X servers.




[image: image5.emf]Road Type 1

V2X server

#2

eNB1

UE1

eNB2

UE2

eNB3

UE3

eNB4

UE4

V2X server

#3

V2X server

#1

V2X server

#4

eNB6

UE5

eNB5

UE6

Road 

Type 2


Figure 5.6.4-1: Different V2X servers are used to manage different region
The example in Figure 5.6.4-1 shows Road Type 1 and Road Type 2 belonging to different road authorities intersect. Since Road Type 1 belong to road authority 1, the V2X servers deployed along this road belong to a V2X service (V2X Server #1, and V2X Server #2). Similarly, V2X Server #3 and V2X Server #4 deployed along Road Type 2 offer another V2X service. V2X Server #1 and V2X Server #3 belong to different V2X services but fall within the same coverage area (solid line, blue circle). Therefore, V2X messages from UE in this coverage area need to be distributed to both V2X Server #1 and V2X Server #3.

A different situation is shown in figure 5.6.4-2 where road authorities have deployed V2X servers independently from the radio access infrastructure deployment of the mobile operator. That implies that the border between the ‘coverage area’ of two V2X servers does not coincide with the border between the coverage area of two eNBs. In the example below, both UE1 and UE2 are in coverage area of eNB2, but messages from UE1 need to be received by V2X Server #1 and messages from UE2 need to be received V2X Server #2. The V2X Server #1 and V2X Server #2 can filter messages that are relevant for their coverage area from the messages received via eNB2.
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Figure 5.6.4-2: Different V2X servers are used to manage different region
The important issue which should be studied is how messages from a UE  are distributed to the relevant local V2X servers for V2X service. UE could belong to different PLMNs.

This KI is also related to the following aspect of KI#2 and KI#5:

-
when a UE is non-roaming and when a UE is roaming.

* * * End of changes * * * *
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