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Abstract of the contribution: This contribution proposes to update the solution 2.2 flow based QoS framework.
1. Packet based QoS control model
In current EPS mobile system, the QoS control is based on the granularity of SDF in core and bearer in the radio network and multiple SDFs with the same QCI+ARP in the same PDN connection can bind into the same EPS bearer. In a PDN connection for a UE, different bearer is associated with different QoS parameters. In the session(i.e. service or application) level, the QoS control is based on the granularity of SDF(i.e. IP flow), the EPC system needs to bind the SDF to an EPS bearer, then the QoS of a SDF is associated with the same QoS of the binded EPS Bearer. In the UE, the UL TFT maps a traffic flow to an EPS bearer in the uplink direction, at the same time in the PDN GW, the DL TFT maps a traffic flow to an EPS bearer in the downlink direction.

The mapping the SDF QoS control to EPS Bearer control model is proposed for the service that the media type remains unchanged during the lifetime of a SDF, such as IMS voice or IMS video. In this case, the QoS requirement for the SDF keeps the same during the lifetime of the SDF. 
However, the existing QoS control model does not suitable for most of internet services due to the following reasons:
Currently, more than 90% internet related service use the combination of TCP/HTTP1.X protocol as the transport protocol suite, all different types of content (e.g., HTML Webpage, CSS (Cascade Style Sheets), Javascript Codes, Image, Video) in the same web server are transmitted on the same TCP connection as depicted in Figure 2. These different types of the media are transmitted to the UE within a very short time (e.g. less than 1~10 minutes) since the HTML webpage, CSS, Javascript and Image are normally small size of files instead of long time stream voice or video, and which media will be transmitted in the same connection is unpredictable since different web page can provide different web contents. 
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Figure 2: different types of content in the same traffic flow

According to the EPS bearer model, one SDF should map to an EPS bearer. Therefore, the same QoS control will apply to the same TCP/HTTP connection with different types of content. However, different types of media normally require differentiated QoS control, in this case, the current QoS control model is not well satisfy the QoS requirement for the above TCP/HTTP connection scenario, event currently the same TCP/HTTP connection is mapped to the same EPS bearer. 

Furthermore, IETF also finds out that using the same TCP/HTTP connection to transmit the different type media does not provide good user experience and some technical and protocol enhancements to support the differentiated handling for the different type media in the same TCP/HTTP connection are needed to improve the user QoE of Web browsing, so the HTTP/2 was studied from 2012 in IETF and was published in RFC7540 in 2015. HTTP/2 introduced the concept of stream in the same TCP/HTTP2 connection, and one downloading and uploading file is assigned with a stream. The stream is bidirectional flow of bytes within an established TCP/HTTP2 connection, so the stream could be viewed as a virtual channel within a connection (see figure 3). Each stream can be assigned a specific priority and a flow control window independently, and the server/network can schedule network resource based on the stream priority. Since each file is assigned a unique stream, the network also can identify the content type of the file (which is also provided by HTTP header information) and support different QoS control based on associated steam.
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Figure 3 HTTP/2 connection 

Therefore, to better support the application with different types of content in the same IP flow, a packet-based QoS control model for the above scenarios should be considered for the Non GBR flow. However for the GBR Flow and some other Non-GBR Flow ,the flow-based QoS Control is still needed (e.g. in the chapter 6.2.2 Solution 2.2 Flow based QoS Framework in the TR23.799), if this flow has the same content type or the content type of flow can't be identified in a feasible way.
Conclusion:  Packet-based QoS framework is proposed to be added for the NextGen System.
Proposal
It is proposed to update solution 2.2 to include the packet based QoS control in the TR 23.799 “Study on Architecture for Next Generation System”.
* * * Start of changes* * * *
6.2.2
Solution 2.2: Flow/Packet based QoS framework

This is a solution to Key issue 2: QoS framework.

6.2.2.1
Architecture description

The Figure 6.2.2.1-1 represents a flow/packet based QoS architecture that is used to describe the proposed QoS framework.
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Figure 6.2.2.1-1: Flow/Packet based QoS architecture

NOTE:
This solution does not assume a specific number of CP and UP functions, for illustrative purposes the CP and UP functions have been grouped.

The QoS policy is stored and set-up at the CP functions in order to be:

-
Enforced at UP functions.

-
Transferred to AN and UE for QoS enforcement.

The following list of parameters is needed at this stage for QoS framework definition:

-
Flow Priority Indicator (FPI): define priority per flow treatment at UP and AN functions. It corresponds to scheduling priority as well as priority handling in case of congestion. The FPI also indicates whether the flow requires guaranteed flow bitrate and/or maximum flow bitrate.
Editor's note:
How to support FPI marking for non-deducible flow in uplink direction is FFS.

-
Packet Priority Indicator (PPI): define scheduling priority per packet at UP and AN functions. Different PPIs are marked to the packets in the same flow by the NextGen UP functions and UE to identify the different scheduling priority for the packets e.g. with different content type. 
Notes;
If there is no different scheduling priority for any packets in the flow, the PPI keeps the same value and is the FPI for the flow.
Editor's note:
How the UE supports different PPIs marking for the UL packets requiring different scheduling priority (e.g. with different content type) in the same flow is FFS.
-
Flow Descriptor: packet filters associated with that specific flow treatment. In uplink identification shall be done in the UE and AN but limited to layers 3 and 4.

Editor's note:
Uplink identification of non IP flow is FFS.

-
Maximum Flow Bitrate (MFB): UL and DL bitrate value applicable for a single flow or aggregation of flows. It indicates maximum bitrate authorized for the data flow.

NOTE:
The MFB of a guaranteed flow shall be set larger than or equal to the GFB.

Editor's note:
How to support maximum bitrate for application traffic (i.e. detected by application detection functionality) is FFS.

-
Guaranteed Flow Bitrate (GFB): UL and DL bitrate value applicable for a single flow or aggregation of flows. It indicates guaranteed bitrate authorized for the data flow.

-
Flow Priority Level (FPL): defines the flow relative importance to access to AN resource. In addition, the FPL indicates whether the access to AN non-prioritized resource should be pre-emptable and resources allocated should be protected from pre-emption.

-
Packet Discard Priority Indicator (PDPI): defines the discard priority per packet in the NextGen system in case of congestion e.g. for differentiating content within the same flow. The PDPI marking in the downlink is set by the UP functions and is used by the AN.
Editor's note:
Whether PDPI is used in the uplink and how is FFS.
-
Session Bitrate: UL and DL bitrate value applicable for the established user session. It indicates maximum bitrate authorized for user session.

Editor's note:
It is FFS whether UE bitrate value should be defined.

QoS parameters are applicable at least in the following functions as summarized in the table below:

	QoS parameters
	UP functions
	AN
	UE

	Flow Priority Indicator (FPI)
	*
	*
	*

	Flow Priority Level (FPL)
	
	*
	

	Packet Priority Indicator (PPI)
	*
	*
	

	Packet Discard Priority Indicator (PDPI)
	*
	*
	

	Flow Descriptor
	DL
	*
	*
	

	
	UL
	
	*
	*

	Maximum Flow Bitrate (MFB)
	DL
	*
	
	

	
	UL
	
	*
	

	Guarantee Flow Bitrate (GFB)
	DL
	
	*
	

	
	UL
	
	*
	*(1)

	Session Bitrate 
	DL
	*
	
	

	
	UL
	
	*
	


Editor's note:
It is FFS whether GFB is applicable in UP functions.

NOTE:
Support of GFB in the UE depends on the QoS design of the radio interface.

The following reference points are assumed for the purpose of describing the QoS framework:

NG1:
Reference point between the UE and the CP functions. 

NG2:
Reference point between the AN and CP functions. 

NG3:
Reference point between the CP functions and an Application Function (AF).

NG4: 
Reference point between the CP functions and UP functions.

NG7:
Reference point between the AN and UP functions

NG8:
Reference point between the UE and the AN.

6.2.2.2
Function description

Editor's note:
This clause will contain function descriptions and the interactions among the network functions.
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1.
A user session is established between the UE and a data network. The user session carries all traffic related to user session regardless of the QoS characteristics of individual traffic flows. QoS differentiation between several flows multiplexed on the same session can be provided by means of a QoS marking applied to each packet.

2.
The Application Function (AF) is an element offering packet flow that requires a specific QoS treatment. The AF sends AF QoS request [NG3] (packet filters, flow bitrate) to CP functions.

Editor's note:
It is FFS how QoS enforcement can be triggered based on application detection.

3.
The CP functions sets-up QoS policy based on operator requirements. The QoS policy is the list of parameters applicable to control QoS in relevant NextGen entities (CN, AN, UE).


The CP functions sends a [NG4] CN QoS Policy Setup (DL Flow Descriptor, Flow Priority Indicator, DL Max Flow Bitrate, DL Session Bitrate). The DL Flow Descriptor is used by the UP functions to identify user plane packets on which to perform packet classification and marking with the Flow Priority Indicator received within QoS policy. In addition, the UP functions use DL Max Flow Bitrate and DL Session Bitrate to apply maximum bitrate control for downlink packets at the flow and session level.


The Flow Priority Indicator refers to parameters which are preconfigured at AN node and which describe the packet treatment.

Editor's note:
Roaming scenario is FFS.

4.
The CP functions sends [NG2] AN QoS Setup (UL Flow Descriptor, Flow Priority Indicator, FPL, UL Max Flow Bitrate, UL and DL GFB, UL Session Bitrate) message.


The UL Flow Descriptor is used by the AN to identify user plane packets on which to perform packet classification and marking in the uplink with the Flow Priority Indicator received within the QoS policy. The AN uses UL Max Flow Bitrate and UL Session Bitrate to enforce maximum bitrate control at session and flow levels for uplink user plane data packets based on received values.

5.
The CP functions send [NG1] QoS Control Policy (UL Flow Descriptor, Flow Priority Indicator, UL GFB) message to the UE.

NOTE:
It is up to RAN groups to define QoS framework in radio access.

Several options are possible for QoS framework at radio level. Following are some examples:

6a.
The AN and UE manage QoS information on per flow basis as performed in the core network.

6b.
The radio bearers concept is kept, the AN performs mapping between flow marking performed in CN and radio bearers concept in the radio.

7.
The AN acknowledges QoS enforcement operation to CP functions by sending a [NG2] AN QoS Setup Ack.

8.
The UP functions acknowledge QoS enforcement operation to CP functions by sending a [NG4] CN QoS Setup Ack.

6.2.2.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

* * * End of Changes * * * 
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