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Abstract of the contribution: This contribution compares the standalone LGW and the collocated LGW use in case of localized V2X applications and proposes a way forward.
Introduction
In the TR23.785 solutions are proposed to solve the requirement for low latency and all solutions is based on the principles of local breakout using the principles from SIPTO@LN. Some solutions are using the already standardized SIPT@LN solution and one solution introduces a new principle handling the local break out. The different solutions are evaluated in this contribution.  
Discussion
To handle the Key Issue #2 "V2X message transmission/reception for V2V Service and V2P Service" and Key Issue #6b "Latency improvements for eMBMS" a number of solutions have been proposed in TR23.785 some based on the principles SIPTO@LN with standalone GW and one based on SIPTO@LN with collocated GW. All of these solutions handle the latency problem by using a localized V2X application server i.e. the server is located closed to the road infrastructure. The road infrastructure can be related to traffic lights, message since, traffic sensors, etc. It can also be assumed that these local V2X application servers are only deployed in areas with high vehicle congestion (e.g. city areas) or in areas with complex traffic scenarios (e.g. intersections). Other areas is not deployed or covered by local V2X application server and in this areas the V2X is handled via normal macro base stations, see figures 1 and 2 below.
It can also be assumed that when the vehicle leaves a local area and moves into an area only served by the macro network or to another local area the local connection to the “old” local V2X application server is no longer relevant and this connection can be released.  
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Figure 1: Local V2X application server connected using SIPTO@LN with Standalone LGW

The solutions based on SIPTO@LN with standalone GW (see figure 1) can handle greater local areas were the local V2X application is served by multiple local eNBs and the CN mobility signalling can be kept to a minimum by using X2 handover. In a case with a small local area which can be served by a single eNB it can be an alternative to use SIPTO@LN with collocated GW as this solution do not support mobility inside a local network i.e. change of eNBs. For the area with no local V2X application is deployed normal macro network deployment is used but also SIPTO above RAN can be deployed as seen needed. 
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Figure 2: Local V2X application server connected local eNB with VMO

Solution #5 “RSU based on V2V/V2P Message Offload function in eNB or on S1” has some similarities to the principle of SIPTO@LN with collocated GW. But instead of a collocated GW this solution relies on a V2V/V2P Message Offload (VMO) function residing in the eNB or on S1 that identifies the traffic corresponding to V2V/V2P messages and steers it towards a local V2V/V2P application server, see figure 2. The solution is depending on existents of a macro PDN connection (e.g. V2N application server, Internet access, etc.) even if no macro traffic is handled. The argument for this solution is reduced CN mobility signalling but still the solution is dependent on the S1 or X2 handover signalling for the macro PDN connection at all eNB changes. If “RSU based on V2V/V2P Message Offload function in eNB or on S1”  solution is deployed in a small local network supported by a single eNB there will be no differences as the local connection will in both cases be release when the vehicle leaves the local area. Deploying the VMO solution in a local area served by multiple eNBs and handling mobility inside the local area can also be question compared to a solution with SIPTO@LN with standalone GW as the same level of S1 or X2 Handover is needed. The advantage using the SIPTO solution is that mobility inside the local network can be handled without the need of a not used macro PDN connection. Using the SIPTO solutions gives also support for unicast down link traffic and the uplink V2X packets do not need any specific identification to be detected and offloaded by the VMO function.    
Comparison
In the below Table 1 the two solutions SIPTI@LN with Standalone GW and eNB with Message Offload (VMO) function are compared for different mobility cases.
	Scenario
	SIPTI@LN with Standalone GW.
One PDN connection to macro network (V2N/Internet) & one local PDN connection to local V2X application (see figure 1)
	eNB with Message Offload (VMO) function.
One PDN connection to macro network (V2N/Internet) & one offload to local V2X application per eNB (see figure 2)

	Mobility inside local network
	Both macro and local connection handled using X2 or S1 handover at mobility between eNBs inside local network. 
	Only macro connection can be handled using X2 or S1 handover as standardized. New standard needed for the offload to local application server.

	Mobility from local network to macro network. No local application relevant in the macro network.
	Macro connection handled using X2 or S1 handover with SGW relocation. Local connection release as the local application is not relevant in the macro network.
	Macro connection handled using X2 or S1 handover. 
Local connection lost as no connection to the local application server from macro network exists. 


	Mobility from macro network to local network.
	Macro connection handled using X2 or S1 handover with SGW relocation. New local connection set-up as local application exists.
	Macro connection handled using X2 or S1 handover.
Establishing connection to new local application server?


	Mobility from one local network to another local network
	Macro connection handled using X2 or S1 handover with SGW relocation.
Old local connection released as old local application server is no longer relevant in the new location and new local connection is set-up to the new local application server. 
	Macro connection handled using X2 or S1 handover.
Establishing connection to new local application server?


	Vehicle in coverage of local application server. No PDN connection established to macro network.
	Local connection handles mobility using X2 or S1 handover inside local network. Change of  local network handled by Detach and Re-Attach to new local network
	Not supported


Table 1: Comparison SIPTI@LN with Standalone GW and eNB with Message Offload (VMO) function 
Proposal
Based on the above comparison and evaluation it is proposed to go forward using the already existing standardized solutions for SIPTO@LN and not go forward to standardized the VMO as this solution does not add any performance improvements compared to the SIPTO@LN solutions.

The following text is proposed to be added to the TR23.785.

>>>>>>>>>>>>>>>>>> Start of Change <<<<<<<<<<<<<<<<<<

6.5.5
Conclusions


It is concluded that the “RSU based on V2V/V2P Message Offload function in eNB or on S1” solution do not add any performance improvements or reduce mobility signalling compared to use existing SIPTO@LN functionality and by that it is decided not to go forward with the “RSU based on V2V/V2P Message Offload function in eNB or on S1” solution.
In more detail the conclusion builds on the following:

-
Same level of handover signalling is needed in SIPTO@LN as for the VMO solution for every eNB change

-
 VMO solution requires a macro PDN connection even if no macro communication is performed

-
SIPTO@LN supports bi-directional unicast data from the local V2X application server when the VMO solution only supports uplink unicast data
-
VMO solution needs specific indication in the uplink messages to make the offload function to work
>>>>>>>>>>>>>>>>>> End of Change <<<<<<<<<<<<<<<<<<<  
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