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Abstract of the contribution: This proposal is about introducing a key issue to enable mobile edge computing. The intent of the proposal is to enable support for the application and content from the edge network to meet the latency requirement, reduce the transport network burden, and provide value-added service at the edge. 
Motivation
Excerpt from SMARTER TR 22.891:
[bookmark: _Toc446076165]5.11.2	Potential Service Requirements
The roundtrip delay shall be in the magnitude of 2-4 ms with a bandwidth capable of running an 8k stereo video stream [250Mbps] uplink and downlink.
In order to reduce the latency in service delivery, reduce the transport network load, introduce support for application and content from the edge network, and enable inter-working with 3rd parties for value-added services, it is necessary that certain network functions or traffic processing functionalities have to reside at the Edge of the mobile network domain. This motivates the introduction of the so called “mobile edge computing” 
Refer to the following blog for additional information on mobile edge computing:
https://blog.meccongress.com/mobile-edge-computing/about-mobile-edge-cloud-computing-an-introduction/ 
Current Practice in SDO/Organizations
In ETSI, the Mobile Edge Computing (as for example developed by ETSI ISG Mobile Edge Computing in [1], [2] and [3])mobile edge computing has been studied since the end of 2014, and expected to be completed by the end of 2016. ETSI ISG MEC has been working on the MEC related terminology, technical requirements, framework and a reference architecture, and service scenarios.
[1] http://www.etsi.org/deliver/etsi_gs/MEC/001_099/001/01.01.01_60/gs_MEC001v010101p.pdf
[2] http://www.etsi.org/deliver/etsi_gs/MEC/001_099/002/01.01.01_60/gs_MEC002v010101p.pdf
[3] http://www.etsi.org/deliver/etsi_gs/MEC/001_099/003/01.01.01_60/gs_MEC003v010101p.pdf
NOTE: 	These are the links to the final published version of the ETSI ISG MEC Group Specifications. ETSI ISG MEC is currently working further on the follow-up to this first set of work.
The following sentences are from the ETSI paper (Mobile-Edge Computing (MEC); Service Scenarios), providing the motivation of studying mobile edge computing.
“The MEC aims to reduce latency, ensure highly efficient network operation, service delivery and ultimate personal experience.
[bookmark: OLE_LINK1][bookmark: OLE_LINK5]The Mobile-Edge Computing environment creates a new value chain and an energized ecosystem, which in turn can create new opportunities for mobile operators, application and content providers whilst enabling them to play complementary and profitable roles. Based on innovation and business value, this value chain will allow all players to benefit from greater cooperation and better monetize the mobile broadband experience.
Mobile Operators can open up the radio network edge to third-party partners, allowing them to rapidly deploy innovative applications and services towards mobile subscribers, enterprises and other vertical segments.”

NGMN provided some description on the intelligence on the edge in the 5G White Paper. The MEC is explored by NGMN P1 WS1 E2E Architecture team at the beginning of 2016, with the discussion on use cases, high level architecture and requirements, etc.
The ITU-T IMT-2020 Focus Group had identified some standards gap of MEC in 2015, e.g., inter-edge mobility, mobile edge application service management. And it has started to develop the use cases and related key technologies in the beginning of 2016. 
Proposal
Proposal 1: The mobile edge computing should be introduced as a set of changes to existing key issues when the NextGen System is designed at the beginning. Additionally, an annex is included to allow to capture high-level aspects related to MEC within the study. If required, the annex could be updated with the related SDO progress.
Proposal 2: MEC should support operator and 3rd party services deployed at the edge network.
It is proposed to add the following text to the TR 23.799 “Study on Architecture for Next Generation System” V0.3.0.
[bookmark: _Toc399511925][bookmark: _Toc324232210][bookmark: _Toc326248701][bookmark: _Toc399743733][bookmark: _Toc248905717]* * * Start of changes * * * *

[bookmark: _Toc442563413][bookmark: _Toc442884022][bookmark: _Toc445244976][bookmark: _Toc445245103][bookmark: _Toc445247579][bookmark: _Toc445332092][bookmark: _Toc445372687][bookmark: _Toc445384156][bookmark: _Toc442563414][bookmark: _Toc442884023][bookmark: _Toc445244977][bookmark: _Toc445245104][bookmark: _Toc445247580][bookmark: _Toc442563431][bookmark: _Toc442884040][bookmark: _Toc442892824]4.1	High level Architectural Requirements
Editor's Note: This clause will document high-level architectural requirements that guide the architecture study.
The architecture of the “Next Gen” network shall
1	Support the new RAT(s), the evolved LTE, and non-3GPP access types. GERAN and UTRAN is not supported.
a)	As part of non 3GPP access types, WLAN access and Fixed access shall be supported. Support for satellite access is FFS.
2	Support unified authentication framework for different access systems. 
3	Support multiple simultaneous connections of an UE via multiple access technologies.
4	Allow independent evolutions of core network and RAN, and minimize access dependencies.
5	Support a separation of Control plane and User plane functions.
6	Support transmission of IP packets, non-IP PDUs and Ethernet frames.
NOTE 1: This requirement assumes a point-to-point link between the UE and the data network.
7	Leverage techniques (e.g. Network Function Virtualization and Software Defined Networking) to reduce total cost of ownership, improve operational efficiency, energy efficiency, and simplicity and flexibility for offering new services.
8	Efficiently support different levels of UE mobility (including stationary UE(s)) / service continuity. 
9	Support different levels of resilience for the services provided by the network. 
10	Support different means for reducing UE power consumption while UE is in periods with data traffic as well as in periods without data traffic.
11	Support services that have different latency requirements between the UE and the PDN.
12	Support access to applications (including 3rd party applications) with low latency requirements hosted close to the access network within the operator trust domain.
NOTE 2:	The details of applications are beyond the scope of 3GPP.
NOTE 3:	Details of hosting of applications is considered beyond scope in this release.
1213	Minimize the signalling (and delay) required to start the traffic exchange between the UE and the PDN, i.e. signalling overhead and latency at transition from a period where UE has no data traffic to a period with data traffic.
143	Support optimized mechanisms to control (includes avoiding) signalling congestion.
145	Efficient network support for a large number of UEs in periods without data traffic.
165	Support network sharing.
176	Support roaming.
a)	As part of roaming, the architecture shall support both routing of user traffic entirely via the VPLMN and routing of the user traffic back to the HPLMN. 
187	Support broadcast services.
198	Support network slicing.
2019	Support Architecture enhancements for vertical applications.
210	Support dynamic scale-in /scale-out.
221	Minimize energy consumption in the overall network operation.
NOTE 3:	Specific architecture work resulting from the previous requirement may have to be addressed by SA2, SA5 or both.
2223	Support critical communications, including mission-critical communications.
[bookmark: _Toc442563425][bookmark: _Toc442884034][bookmark: _Toc445244989][bookmark: _Toc445245115][bookmark: _Toc445247591][bookmark: _Toc445332104][bookmark: _Toc445372699][bookmark: _Toc445384168]* * * Next change * * * *
[bookmark: _Toc442563423][bookmark: _Toc442884032][bookmark: _Toc445244987][bookmark: _Toc445245113][bookmark: _Toc445247589][bookmark: _Toc445332102][bookmark: _Toc445372697][bookmark: _Toc445384166]5.4	Key issue 4: Session management
[bookmark: _Toc434312260][bookmark: _Toc442563424][bookmark: _Toc442884033][bookmark: _Toc445244988][bookmark: _Toc445245114][bookmark: _Toc445247590][bookmark: _Toc445332103][bookmark: _Toc445372698][bookmark: _Toc445384167]5.4.1	Description
The session management is responsible for the setup of the IP or non-IP traffic connectivity for the UE as well as managing the user plane for that connectivity. Scenarios and mechanism on connectionless traffic transmission will also be investigated.
Solutions to this key issue will study the following aspects:
-	Session management model, including: 
-	describe UE related states and high-level procedures between the UE, AN and CN for session management, including establishing, maintaining and terminating both UE non-IP connectivity and IP connectivity in the NextGen system architecture.
-	how sessions are established on-demand instead of by default when attaching to the network 
-	session connection model, including identifying user plane functionality needed to provide IP and non-IP connectivity (e.g. IP anchor, tunnelling, etc.)
-	How session management work for UEs connected via multiple accesses and via multiple connectivity, including providing multiple simultaneous traffic connectivity for the UE
-	Identify the correlation between session management and mobility management functionality, including:
-	studying whether separation of session management and mobility management is possible, and 
-	identifying the interactions between session management and the mobility framework required to enable the various mobility scenarios (including those where efficient user plane path, as defined in TR 22.864 clause 5.1.2.2, is used) while minimizing any negative impact on the user experience
-	Describe how the session management and mobility management can be decoupled for scenarios requiring it, if identified feasible as above. 
-	Investigate solutions to minimize signalling for scenarios with short data bursts.
-  Investigate solutions to coordinate the relocation of user-plane flows with the relocation of applications (hosted close to the point of attachment of the UE) due to the mobility of users provide connectivity between UE and its communication peer that can satisfy the latency requirements of UE’s services.
NOTE:	The actual relocation of applications is considered beyond scope of 3GPP in this release.
* * * Next change * * * *
[bookmark: _Toc445245001][bookmark: _Toc445245127][bookmark: _Toc445247603][bookmark: _Toc445332116][bookmark: _Toc445372711][bookmark: _Toc445384180]5.11	Key issue 11: Charging
[bookmark: _Toc445245002][bookmark: _Toc445245128][bookmark: _Toc445247604][bookmark: _Toc445332117][bookmark: _Toc445372712][bookmark: _Toc445384181]5.11.1	Description
Mobile System Architecture cannot be considered complete without having appropriate charging support. While the charging requirements in Next Generation System are expected to be similar in nature to LTE/EPC, depending upon the Next Gen System Architecture how, where and when charging data gets collected and communicated can be different. This key Issue will look into the architectural aspects of collection of charging data. 
The architecture shall support both Online and Offline charging. In addition it shall support various charging models including
-	Application based charging / Group of Applications based charging
-	Volume based charging
-	Time based charging
-	Volume and time based charging
-	Session based charging
-	Event based charging
-	Access specific charging
-	No charging
-	Third party charging (sponsored data)
The solution should also investigate the charging for information exposed to applications hosted in the operator trust domain close to the UE’s access point of attachment.
[bookmark: _GoBack]Only high level architectural aspects of charging are expected to be captured in SA2. Detailed charging architecture and solutions will be developed by SA5.
* * * Next Change * * * *
[bookmark: _Toc445245094][bookmark: _Toc445245217][bookmark: _Toc445247695][bookmark: _Toc445332207][bookmark: _Toc445372814][bookmark: _Toc445384283]Annex X: Support of edge computing
For the efficient delivery of certain operator/3rd party content related services, there is a need to deploy services in the operator trust domain close to the UE’s access point of attachment to reduce latency and reduce the load on the transport network. The design of NextGen System should enable access to services deployed close to the UE’s point of attachment from the very beginning, so that this functionality could be deployed in a flexible manner, leveraging also Network Function Virtualization (NFV).
The necessary functionality to support this is addressed as part of a number of key issues, including:
-	Key issue 2: QoS framework
-	Key issue 4: Session management
-	Key issue 5: Enabling (re)selection of efficient user plane paths
-	Key Issue 9: 3GPP architecture impacts to support network capability exposure
-	Key issue 11: Charging

* * * End of Changes * * * *
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