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Abstract of the contribution:

This contribution proposes NextGen Core architecture solution that is flexible to support the network function sharing across multiple network slices.
Background

The intent of this paper is to present an architecture proposal to address several key issues as captured in clause 5.1.1 in TR 23.799 for supporting network slicing.  More specifically on how to share network functions across multiple network slices.  

The key issues that are addressed by this proposal are:

· How to enable a UE to simultaneously obtain services from one or more network slices of one operator.  

· The procedure(s) for selecting of a particular Network Slice for a UE

· The procedure(s) for sharing network function across network slices provided by the same network provider

The structure of this paper is as follows: 

· Describe the high-level architecture design assumptions 

· Present the complete network slice architecture to enable a UE to simultaneously obtain services through one or more network slices hosted by one network operator.  The network slices could be totally independent or they may share some network functions among them.

· Explain the benefits of the proposal

Note that, as described in NOTE 4 in clause 3.1 of TR 23.799, the references of  Network Slice in this proposal is equivalent to Network Slice Instance. 

***** Start of Change # 1 *****
6.x
Solution for Key Issue 1 – Network Slicing Architecture for Network Function Sharing 

6.x.1
Architecture description 

6.x.1.1
Architecture Design Assumptions
The solution proposed here assumes the following working assumptions:

1) There is local cache that leverages the NFV and cloud computing technology to enable efficient and flexible access and update of the UE’s context by the NextGen network functions anywhere within the NextGen system.  This could minimize the need for context transfer to support UE’s mobility.
Note that, the design and implementation of the local cache is outside the scope of this proposal.
2) The NextGen control plane network function leverages the cloud computing technology, NFV and Software Defined Network (SDN) design approaches to enable the centralized and distributed operation of a network function so that, it can be flexible placed anywhere in the network 

3) The NextGen system architecture to support all UE’s services over a single network should be the same as the NextGen system architecture to support all UE’s services over a single network slice.  This assumption is consistent with the NOTE 5 for the definition of Network Slice as captured in clause 3.1 of TR 23.799. 
Network Slice (NS): is composed of all the NFs that are required to provide the required Telecommunication Services and Network Capabilities, and the resources to run these NFs.
NOTE 4:
In this document a Network Slice is equivalent to a Network Slice Instance.
Editor’s Note: It is for the RAN WG to determine how the Network slicing applies to RAN. It is FFS whether some aspects of level of isolation/separation should be part of the NS definition.

NOTE 5:
The PLMN may consist of one or more network slices. The special case of just one Network Slice is equivalent to an operator’s single, common, general-purpose network, which serves all UEs and provides all Telecommunication Services and Network Capabilities that the operator wants to offer.
4) This proposal uses the same assumption as described by NOTE 4 for the definition of Network Slice in clause 3.1 of TR 23.799, and makes no differentiation between the Network Slice Instance from Network Slice. 
5) The proposal assumes independent selection of the network slice in the NextGen Access and in the NextGen Core, however, there will be a binding mechanism to associate them to support the target network service(s).  

6) It is the network operator’s decision to determine if network slicing support should be enabled for the given UE.

6.x.1.2 
Network Slicing Architecture Overview

The following figure presents the high-level architecture of the Network Slicing by the NextGen Core. 
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NOTE-1: A network slice may contain only the control plane without the user plane

NOTE-2: HSS is also accessible by the network function(s) within the Network Slice, e.g. PCRF


Figure 6.x.1.2-1: High-level Architecture Overview of NextGen Core Network Slicing support

 Further details on the key new functional components (i.e. Access Control Agent and NS Controller) and interfaces are described in the following sections.  
6.x.1.3 
Access Control Agent and Selection and Re-selection
The Access Control Agent (ACA) has the following key functions:

· supports the authentication and authorization of the UE to access the NextGen core’s network services
· forwards the NGNAS signalling to the UE’s serving network slice once the network slice session is setup

· support the network slice binding with the NextGen Access
· supports roaming (i.e. coordinated with the network slice selected from the visiting or from the home NextGen Core) 
Editor’s note: It is FFS for the further details of the roaming support 

 The following figure describes the control plane protocol stack between the UE and the ACA in the NextGen Core. 
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Figure 6.x.1.3-1: High-level Control Plane Protocol Stack between the UE and the Access Control Agent of the NextGen Core

6.x.1.3.1 
ACA Selection 

The NextGen Access is responsible for selecting the ACA in the NextGen Core for the UE.  The ACA selection is based on network topology, the location of the UE and the local policy of the NextGen Access, e.g. selecting the best ACA to serve the UE's location with overlapping ACA’s service areas so that it reduces the probability of changing the ACA.  As part of the UE Attach, the NextGen Access will query the DNS Server using the Tracking Area Identity (TAI) for the IP address of the ACA. Typically the DNS will have a pool of ACAs that can be selected to respond to the DNS query.  
The format of the ACA FQDN may be constructed as follows:

tac-lb<TAC-low-byte>.tac-hb<TAC-high- byte>.tac.epc.mnc<MNC>.mcc<MCC>.3gppnetwork.org 

The DNS may provide more than one ACA’s IP address (candidate set) from which the NextGen Access can select an ACA.  The NextGen Access then initiates the Transport Network Layer (TNL) association with the selected ACA.
Editor’s note: It is FFS on the load-balancing support by the NextGen Access when selecting the ACA within the candidate set. 

Once the UE is successfully authenticated and the security association is established with the NextGen Core, a  unique temporary identity similar to Global Unique Temporary Identity (GUTI) referred as Enhanced GUIT (eGUTI) is allocated to the UE by the ACA and is also used to identify the UE’s context stored in the ACA’s cache.  Note that, part of the eGUTI identifies the UE’s serving ACA in the NextGen Core. 
6.x.1.3.1 
ACA Re-selection 

The ACA re-selection may happen when the UE leaves the current NextGen Access node’s tracking area that serves the UE. When it happens, the NextGen Access initiates an ACA re-selection procedure by sending Re-selection Required message with the new target tracking area over the NGc reference point to the target ACA. This procedure may trigger the ACA re-selection, and if happens, based on UE’s temporary identity (eGUTI), the newly selected serving ACA can retrieve the UE’s context from the old serving ACA.   The NextGen Access will then be updated with the new eGUTI of the UE.
6.x.1.4
Network Slice Controller 
The Network Slice Controller (NSC) holds the service logic to control all of the network functions for both control and user planes of its network slice through its southbound interface (SBI) within the network slice.  Each  network slice is controlled by “one” NSC. 
The service logic within each network slice is network service dependent (e.g. eMBB, V2X etc.).  The service logic of a given network service determines the set of required network functions and their respective interfaces and respective procedures for the system interactions.

Editor’s note: In order to ensure the multi-vendor interoperability, the service logic for a given network service must be standardized.  It is FFS to define the set of network services and their corresponding service logics.
The NSC exposes its Northbound Interface (NBI) via a standardized API (e.g. Restful) towards the Service Orchestrator which is responsible for managing the network slice and specifies all the QoE/QoS constraints that have to be fulfilled for the target service for a particular service provider.  The QoE/QoS constraints may apply from a range between a single service flow to an entire network slice.  In other words, NSC is the executor of the policy decision point (e.g. PCRF) to instruct the edge gateway or core gateway (e.g. the user plane of the network slice) for the policy enforcement. 
The primary task of Service Orchestrator is to map the service provider’s service creation request to the network slice that has been provisioned by the Network Slice Management and Orchestrator (Enhanced MANO - eMANO), including the mapping of service-level requirements and key quality indicators to a suitable network slice configuration. In the case that the given QoE/QoS targets of the service(s) provided by its network slice cannot be met, the NSC may request re-orchestration to its Service Orchestrator over the NBI which may then trigger the eMANO to initiate the network slice re-configuration.  Likewise, the eMANO may initiate network slice re-configuration (e.g. due to SLA changes for the service provider for the target network slice).   
NOTE: Details of the NBI API and the system interactions between the network slice and the eMANO for Network Slice Service Orchestration are not part of this proposal.

6.x.1.4.1
Network Function Sharing 

In order to enable efficient and transparent support for multi-service/multi-slice support for a group of UEs that subscribe to the same set of services, it would be useful to share some NFs among multiple network slices (NSs) when appropriate. 
Note that, it is network provider’s decision to determine if the set of network functions to be shared across the network slices.  Such policy decision should be part of the service provisioning policy offered by the network provider to their network slice customers (e.g. service provider).  Such service provisioning is part of network management operation and therefore, is not within the scope of this proposal. 

6.x.1.4.1.1
Components of Network Function Sharing
For the set of  Network Functions that are shared by multiple network slices, this set of network functions are referred as “shared” Network Functions (sNFs), and  a “special” NSC (sNSC) is assigned for these sNF(s).   
The following explains the categories of the network functions and NSCs:

·  “Shared” network function (sNF) refers to network function that is shared by more than one network slices

· “Dedicated” network function (dNF) refers to network function that is NOT shared with other network slice

· “Special” NSC (sNSC) refers to the NSC that is assigned to control the set of sNFs which are shared by multiple network slices

· “Regular” NSC (NSC) refers to the normal” NSC that controls the network slice whose NFs may be shared or not shared.  It is possible that, the regular NSC may be assigned as sNSC. 

sNSC coordinates with other NSCs over  the NScc reference point to control all the network slices that share the sNFs to serve the group of UEs which subscribe to similar services.  As the UE could subscribe to more than one service, it is possible that, the UE may be served by more than one NSC. However, there is maximum number of network slice that can be assigned to a UE.  Each network slice is controlled by one NSC which may be also sNSC. 
Editor’s note: It is FFS for the maximum number of network slices that can be assigned to serve the UE. 
Editor’s note: It is FFS for how to support signalling and user traffic isolation between network slices where network functions are not shared. 

In order to simplify the OAM&P support, all the components described above should belong to the same network operator.
The following figure describes the architecture design concept to support network functions sharing across multiple network slices. 
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Figure 6.x.1.3-1: Architecture Concept on Supporting Network Function Sharing across Network Slices

In the figure above, the shaded CP NF-1, CP NF-2, UP NF-1 and UP-NF-2 are network functions shared by Slice-A, Slice-B and Slice-C.   The non-shaded NFs are not shared.  Given NSC-1 controls Slice-A, NSC-1 is dedicated as Special Network Slice Controller (sNSC-1) which is responsible for coordinating the NF sharing among all three network slices. 
Note that, in the above example, even though the network functions are shared across the three network slices, from the ACA’s perspective, there are still three separate network slices and three NSCs assigned to serve the UE.  

6.x.1.4.1.1
Coordination for Network Function Sharing

Editor’s note: Details on how the sNSC coordinates with other NSCs to support network function sharing are FFS. 
6.x.1.4
Non Access Stratum Procedures

During the UE initial attach, the ACA initiates the similar procedures as the NAS common procedures which are used to identify, authenticate and authorize the UE.   Once the UE has been successfully authenticated via the support of ACA, the ACA updates the HSS with the location of the UE using the Update Location Request and it also requests the subscriber profile of the UE to be kept in its cache.   A unique short temporary identity similar to the SAE Temporary Mobile Subscriber Identity (S-TMSI) referred as A-TMSI is assigned to the UE to identify the UE’s context in ACA’s cache corresponding to the UE’s subscriber profile.

The UE subscription information fetched from the HSS may include the pre-provisioned UE’s eligible NG Service Type(s) (e.g. V2X, eMBB etc.) that specifies the type of network services that have been subscribed by the UE, terminal capabilities etc. 

Editor’s note: Details of the UE subscription information when comparing to TS 23.008 will be provided in the future proposal. 

Once the UE is successfully authenticated and the security association is established with the NextGen Core, the UE may initiate NG Service Session Request which includes the NG Service Type information and Request Resource Allocation information.  ACA refers to the UE’s capability, UE’s location, the policy of UE’s home PLMN and the NG Service Type information, if authorized, to select the appropriate NSC to trigger the NG Service Initiation Request which will then initiate the NG Service Session Establishment for the UE for the target network service. The ACA may need to consult with HSS to verify the eligibility of the NG Service Type that is provided by the UE.  

Note that, the NG Service Session Establishment procedures include session and mobility anchor establishment, QoS management and NG Service Session Binding with the NextGen access etc.  
Editor’s note: It is FFS for the further details of the UE’s session and mobility management procedures 
6.x.2
Function descriptions 
6.x.2.1
UE Initial Attach Procedures

The following procedures describe the UE initial attach procedure for the NextGen network with NG Session Request.  From the UE’s perspective,  the procedures should be the similar in the NextGen network regardless network slicing is supported or not by the network operator.
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Figure 6.x.2.1-1:  NextGen UE initial attach with NG Service Request procedures 
1. UE establishes connectivity to the NextGen Access at the RRC layer.

2. UE initiates NGNAS Attach Request to establish connectivity with the NextGen Core over the RRC connectivity.  As part of this, the NextGen Access selects the appropriate ACA for the NGNAS Attach Request.  The ACA selection is based on network topology, the location of the UE and the local policy of the NextGen Access, e.g. selecting the best ACA to serve the UE's location with overlapping ACA service areas so that it reduces the probability of changing the ACA.  As part of the UE Attach, the NextGen Access will query the DNS Server using the TAI for the IP address of the ACA. Typically the DNS will have a pool of ACAs that can be selected to respond to the DNS query.

3. If the ACA is not able to identify the UE with the identity given in the NGNAS Attach Request message, it initiates the Identity Request to the UE.  The UE responds back with its identity in the Identity Response message to the ACA.  After the successful authentication, the network initiates the Security mode command to encrypt the NGNAS message between the UE and the ACA to protect the privacy of the subscriber.  NGNAS messages are integrity protected from now onwards. 
4. After the successful authentication, ACA updates the HSS with the location of the UE using the Update Location Request message and it may also include the request for the subscriber profile for this UE from the HSS.  HSS updates its database with the current location of the UE and responds to ACA of the UE’s subscriber profile, if requested, in the Update Location Acknowledge message. 
5. ACA responds to UE with successful NGNAS Attach Response.
6. UE initiates NG Service Session Request to its Serving ACA which includes its target NG Service type and the Resource Allocation request information. 
7. ACA refers to the UE’s capability, UE’s location and the NG Service Type information to select the appropriate NSC to trigger the NS Service Initiation Request for the UE.  
Editor’s note: Details for how NSC coordinates with the NextGen Access coordination function for the NS Session Establishment is FFS. 

8. & 9.  The selected NSC triggers the NG Service Session Establishment procedures between its network functions, NextGen Access and the UE.
Note that, the NG Service Session Establishment procedure includes Session and Mobility Anchor establishment, QoS management, Session Binding with the UE and the NextGen Core etc.

Editor’s note: Details for how NSC coordination with NextGen Access for the NS Session Establishment is FFS.
6.x.2.2 
UE Service Request Procedures

FFS.
***** End of Change # 1 *****
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