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Abstract of the contribution: This paper proposes a baseline solution for the Session Management key issue #4.
Discussion

In order to discuss session management it is useful to have a definition for what a session is as well as to define the basic functionality of session management.
Proposal
It is proposed to add the following solution to the TR 23.799 “Study on Architecture for Next Generation System” V0.3.0.
* * * Start of changes * * * * (all new text)
6.4
Solutions for Key Issue 4: Session management
6.4.x
Solution 4.x  - Session Management functions and relations
This solution applies to key issue 4 on Session Management (SM) and addresses the requirement of operators to enable:
6.x.1
Architecture description 
Editor's Note: This clause will contain e.g., terminology, overview, architecture description of the solution. 

The solution proposes a functional split between RAN and CN for session management. In addition, it also proposes functional split within the “core network”. The functional split within the “core network” serve the following purposes:

1. Separation of  connectivity domain (service agnostic) and a service domain (service specific). The service domain interfaces different types of Data Networks (e.g. IMS, Internet, private or corporate networks).
2. Separation of access domain (connectivity domain is access specific) and common (service domain is access independent) core.
The connectivity domain consists of functions that hide access specific protocols and procedures to the service network. For instance, mobility control in cellular networks or specific authentication and session control protocols. Obviously, not all access characteristics can be hidden from the service domain; examples are bandwidth and achievable latency.
In this model, session control is responsible for establishment, modification and release of the link layer service. Session control is responsible for controlling the state of the link layer service functions (e.g. encapsulation/de-capsulation). The link layer service transports service frames between the service domain and the TE(s) according to an agreed service level; example of service frames are IP packets, ETH frames or unstructured data. The service level policies specifies for example, whether fragmentation of service frames is allowed, whether in-sequence delivery is necessary, what is the maximum transmission unit, what are the tolerable delay and jitter, the tolerable loss ratio.
The following functions are included as part of the solution for Session Management:

-
link layer control, i.e. the overall functionality to handle SM signaling and managing the link layer service;

· link layer PDU transport and processing (e.g. mapping between the radio link and transport link in the NextGen RAN)
NOTE: 
Functions related to e.g. QoS, charging, LI are not included here but are assumed to be described by solutions to other key issues.

When dynamic information necessary for appropriate treatment in the access domain of a link layer PDU is available (e.g. QoS marking), it can be included (as metadata) in the header of the link layer PDU itself.
The allocation of Session Management functions to UE (MT + TE), RAN and NextGen Core (Connectivity and Service domain) is shown in the Figure below. Note that the figure does not assume any specific grouping of these functions into logical Network Functions / Network Entities.
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Figure 6.X-1: Session management functions

Service domain and TE(s) process service frames. For instance, in case of IP service, the service domain performs IP address allocation, packet routing, packet screening, rate enforcement.
Due to the harmonization across different access technologies enabled by the connectivity domain, having access independent service domain functions becomes feasible.
Session control plane might support transfer of service control messages between service domain and terminal equipment; alternatively,  in addition, communication between service control instances might use the access domain user plane.

In order to make the model clearer, examples of different link layer services are provided below. The scope of session control is indicated by the light grey background color.
First example is classical internet access use case, which consists of a plain ptp link layer and an IP service chain. This is equivalent to current LTE, when considering that most of the P-GW functions (in addition to those present on the SGi LAN) are part of the services domain. Moreover, the Next Generation Mobility Anchor resembles an S-GW.
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Figure 6.X-2: Internet Access use case

Second example consists in a ptp link layer service with link layer addressing and address resolution, for connecting e.g. IP hosts using a single MT to multiple IPv6 routers.
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Figure 6.X-3: PtP connectivity with link layer addressing 

Third example considers cellular access to an enterprise E-LAN service interconnecting Customer premise Equipment nodes (CEs). In this case, the link layer service transports ETH frames and remotes the User Network Interface (UNI) available at the Provider Edge (PE) node that are part of the service domain. The interface between connectivity and service would be in this case an ENNI interface as specified in MEF (see MEF 28).
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Figure 6.X-4: Cellular access to an enterprise E-LAN service

The last two examples highlight that other topologies for the access link layer service are envisaged as well.

In figure 6.X-5, a multi-point to point link layer is used to transport unstructured data from IoT devices to an IoT GW, which resides in the services domain and connects to the external IoT server using normal IP connectivity.
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Figure 6.X-5: UL mptp link layer for IoT

The last example shows a link layer service for supporting broadcast/multicast, assuming reuse of part of existing MBMS infrastructure.
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Figure 6.X-6: DL ptmp link layer for supporting broadcast/multicast

6.x.2
Function description 
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.

6.x.3
Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
**** End of Changes ****
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