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Introduction

A simple approach to discovery of the CSCF and other servers is proposed in this document, which tries to achieve the following goals:

· To re-use the existing discovery procedures defined in H.323 or SIP

· To maintain transparency on MS and CSCF

· To support needs of discovering other servers.

· Not to re-invent new protocol(s) for this purpose

The problem: discovering servers

In 3G system a terminal gaining access to IP networks obtains an IP address in many possible different ways (e.g. via Dynamic Host Configuration Protocol (DHCP), via PPP IP Configuration Protocol). Besides the basic IP connectivity obtained after the assignment of an IP address, the terminal sometimes needs to discover some server or service specific entity IP address. For example, the IP address of the CSCF may be necessary if the user of the terminal requires the availability of VoIP services. In other words, the basic IP connectivity needs to be augmented with the necessary configurations.

Some services come with automatic discovery procedures such as

· DA discovery method in SLP (Service Location Protocol)

· H323 GK discovery method

· SIP server discovery method

Most of these procedures rely on IP multicast or broadcast to send a discovery message on the network where presumably an server or service entity is located or connected, and then listen for reply messages sent by any of those servers with appropriate configuration information.

If multicast routing is not supported by the network for technical reason or security concern, then these protocols can't work. A workaround to this shortcoming is necessary.

There are several known solutions to this problem:

· Firstly we can use static configuration. All these configurations are done in a static way and modification can be done manually. This approach, however, does not scale in large networks or can't be used if the terminal moves around the internet. In addition, it requires human intervention and it's prone to human errors.

· Another approach is to use a DHCP server or the BOOTP (Boot Protocol), but for each new service a special DHCP parameter needs to be introduced and the DHCP software needs to be upgraded on the terminal

· Network discovery the CSCF and send the address during PDP context setup. This is a non-transparent approach, which imposes many limitations. 

Proposed solution

Our observation is that the configuration and service discovery methods are quite application specific and there are already protocols defined or being defined for this purpose by, for example, IETF. In 3GPP we should try to re-use these protocols. Attempting to define a new 3G specific protocol to serve this purpose is dangerous, as there is no single protocol or system that can address all configuration/discovery needs. The goal of our solution is, instead of creating a new protocol/mechanism, to enable the use of existing protocols or new protocols, and to maintain transparency.

The process is described below:

1. To have an functional entity, called Multicast Proxy, which is connected to the first hop router encountered by IP packets as they exit the access network. It is assumed that the multicast and broadcast messages can reach Multicast Proxy, e.g.via the first hop router.

2. The Multicast Proxy joins (via IGMP, Internet Group Management Protocol) all the relevant well known IP multicast groups used by various service discovery protocols so that it can receive those multicast packets. 

3. Any multicast packet or broadcast packet received by the Multicast Proxy are possibly  replicated a number of times equal to the number of candidate servers or service related entities that may be addressed, and for each copy, a multicast to unicast address translation is used so that the well known multicast address are mapped to a set of configured unicast destinations each associated with a single server or service related entity. Alternatively teach copy can be encapsulated (or, in networking jargon, tunneled) in IP packets and be sent to appropriate unicast destination (based on configuration information) where they are decapsulated and delivered to servers or service related entities. These unicast destinations may be the first hop router to which the servers are attached.

4. The Multicast proxy behavior can be controlled by terminal or user specific policy information stored in a policy repository (including, possibly, an HLR or VLR) delivered to the Multicast Proxy via a policy provisioning protocol or management protocol or by other means. Load sharing policies may also apply.

5. The server or service related entity, on reception of the service discovery packet, processes it according to the discovery protocol and the discovery protocol itself will be executed normally.
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Figure 1. Multicast Proxy for server discovery.
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