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************* FIRST CHANGE *************
1
Scope

This document covers the details for the Intra Domain Connection of RAN Nodes to Multiple CN Nodes for GERAN and UTRAN based systems. In particular, it details the impacts to GSM and UMTS systems and the stage 2 procedures for the support of connecting a RNC or BSC to multiple MSC servers or SGSNs. The overall solution is described, and the detailed impacts on the existing specifications are identified. The description of a broadly similar concept for E-UTRAN based systems is not described in the document: instead, it is described in TS 23.401 [22].

NOTE:
The specified solution impacts RAN nodes. In case an upgrade of radio networks is not performed, the solutions for deploying NNSF functionality above RAN nodes described in TR 23.924 [23] may be used as a guideline for connecting RAN nodes to multiple MSC servers.

The reference model to which these procedures apply can be found within TS 23.002 [1]. Detailed architectural requirements within the subsystems are contained within the remainder of the 23 series of specifications e.g. the requirements for the Packet Switched (PS) domain are contained within TS 23.060 [2] and the requirements for the Bearer Independent CS Core Network are contained in TS 23.205 [14].
A further enhancement is the support of connecting multiple separate CNs to a RAN node, where each CN may consist of one or multiple CN nodes. The dedicated CN concept and functionality are described in TS 23.060 [2] and TS 23.401 [22].
************* NEXT CHANGE *************
4.1
Iu Flex Technical Requirements

This provides a (non-exhaustive) set of technical requirements:

1.
Iu Flex capable RAN nodes such as the RNC/BSC shall be able to select any CN node such as the SGSN/MSC-Server within a pool area. In addition, for support of dedicated CNs, the CN node selection by the RAN nodes shall be able to differentiate between different CNs.
2.
Iu Flex capable RAN nodes and CN nodes shall be able to co-exist with pre Release 5 RAN nodes and pre Release 5 CN nodes.

3.
The network shall provide the CN node routing information to the UE and the UE shall store it.

4.
The UE shall provide the routing information received from the serving CN node to the RAN node. In some cases, this serving CN node may be an Evolved Packet Core MME.

5.
The solution shall enable the reduction of signalling within the core network (e.g. reduction of the HLR signalling traffic).

6.
The solution shall enable an improved scaling between radio access nodes and the core network nodes.

4.2
Overview

Editor's Note:
Clarification is required in order to remove RAN nodes and CN node terminology and to capture that this is referring to the control signalling aspects.
The Intra Domain Connection of RAN Nodes to Multiple CN Nodes overcomes the strict hierarchy, which restricts the connection of a RAN node to just one CN node. This restriction results from routing mechanisms in the RAN nodes which differentiate only between information to be sent to the PS or to the CS domain CN nodes and which do not differentiate between multiple CN nodes in each domain. The Intra Domain Connection of RAN Nodes to Multiple CN Nodes introduces a routing mechanism (and other related functionality), which enables the RAN nodes to route information to different CN nodes within the CS or PS domain, respectively.

The Intra Domain Connection of RAN Nodes to Multiple CN Nodes introduces further the concept of “pool-areas” which is enabled by the routing mechanism in the RAN nodes. A pool-area is comparable to an MSC or SGSN service area as a collection of one or more RAN node service areas. In difference to an MSC or SGSN service area a pool-area is served by multiple CN nodes (MSCs or SGSNs) in parallel which share the traffic of this area between each other. Furthermore, pool-areas may overlap which is not possible for MSC or SGSN service areas. From a RAN perspective a pool-area comprises all LA(s)/RA(s) of one or more RNC/BSC that are served by a certain group of CN nodes in parallel. One or more of the CN nodes in this group may in addition serve LAs/RAs outside this pool-area or may also serve other pool-areas. This group of CN nodes is also referred to as MSC pool or SGSN pool respectively. 
When dedicated CNs are supported and deployed, each CN may configure its pool-area(s) independently.
The Intra Domain Connection of RAN Nodes to Multiple CN Nodes enables a few different application scenarios with certain characteristics. The service provision by multiple CN nodes within a pool-area enlarges the served area compared to the service area of one CN node. This results in reduced inter CN node updates, handovers and relocations and it reduces the HLR update traffic. The configuration of overlapping pool-areas allows to separate the overall traffic into different MS moving pattern, e.g. pool-areas where each covers a separate residential area and all the same city centre. Other advantages of multiple CN nodes in a pool-area are the possibility of capacity upgrades by additional CN nodes in the pool-area or the increased service availability as other CN nodes may provide services in case one CN node in the pool-area fails.

An MS is served by one dedicated CN node of a pool-area as long as it is in radio coverage of the pool-area. Figure 1 shows most of the possible pool-area configurations. It contains CS pool-area 1 (RAN area 1, 2, 5, 6 served by MSCs 1, 2, 3), CS pool-areas 2 (RAN area 2, 3, 6, 7 served by MSCs 4, 5, 6), PS pool-area 1 (RAN area 1, 5 served by SGSNs 1, 2) and PS pool-area 2 (RAN area 2, 3, 6, 7 served by SGSNs 3, 4, 5). In addition the RAN areas 4 and 8 are served by MSC 7 and SGSN 6 without any usage of the Intra Domain Connection of RAN Nodes to Multiple CN Nodes. The possibility to configure overlapping pool-areas is shown by the CS pool-areas 1 and 2. The PS pool-areas 1 and 2 are configured non-overlapping. The pool-areas of the CS and the PS domain may be configured identical as CS pool-area 2 and PS pool-area 2 or they may be configured differently as shown by CS pool-area 1 and PS pool-area 1. The number or capacity of CN nodes is configured independently for each pool-area. The usage of the Intra Domain Connection of RAN Nodes to Multiple CN Nodes may be configured in parts of the network only. It co-exists with other areas not using this feature as shown in the figure with RAN areas 4 and 8 which are served by MSC 7 and SGSN 6.
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Figure 1: Pool-area configuration example

************* NEXT CHANGE *************
4.3a
Pool-Area and Network Resource Identification for Décor

When dedicated CNs are supported and deployed, the functionality described in this section applies in addition to that described in clause 4.3 ‘Pool-Area and Network Resource Identification’.

Each CN may configure its pool-area(s) independently for the CN nodes belonging to the respective CN. Therefore, the uniqueness statements described in clause 4.3 apply not only to each domain (CS/PS) separately, but also to each CNs separately.

The area considerations are more general as one CN may deploy a pool with multiple nodes and another CN only a single node in the same area. Therefore, the Network Resource Identifier (NRI) identifies uniquely an individual CN node out of all CN nodes that serve an RA or TA, idependent from the RA/TA belonging to pool areas or or just to CN node service areas.

In case of overlapping pool and/or CN node service areas the NRI length shall be configured to be the same in all the nodes of a specific domain serving the overlapping service areas.

RAN node’s NNSF is as described in clause 4.4a ‘NAS Node Selection Function for Décor’.
************* NEXT CHANGE *************
4.4a
NAS Node Selection Function for Decor
When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 4.4 ‘NAS Node Selection Function’.

The NNSF is also provided with knowledge about which NRIs without a configured CN node address (e.g. those from neighbour pools or Null-NRIs) refer to which CN so that the NNSF can select an available CN node from the respective CN. If the selected CN node is not available or if no CN node address can be determined for the NRI provided by the MS or the MS provided identity contains no NRI, the NNSF selects a CN node from the available CN nodes that belong to the CN that is configured as the default CN.

The NNSF may be configured to select for MSs that are configured for low access priority a CN node from a specific dedicated CN when the NNSF has no configuration for the NRI provided by the MS or the MS provided no NRI.
************* NEXT CHANGE *************
4.5a
Load Balancing for Décor

When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 4.5 ‘Load Balancing’.

Load balancing is between available nodes of the respective CN, which is based on the selection function described in clause 4.4a ‘NAS Node Selection Function for Décor’.

During handover/relocation the source CN nodes ensure that handover/relocation target CN nodes are from the same CN.
************* NEXT CHANGE *************
4.5a.1a
General for Décor

When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 4.5a.1 ‘General’.

Re-distribution of MSs is always done between CN nodes of the same CN. This is ensured by each CN using its own unique null-NRI. The RAN node’s NNSF is configured with the null-NRIs for the different CNs, and it uses the null-NRI to select a CN node from the same CN as described in clause 4.4a ‘NAS Node Selection Function for Décor’. In the redistribution by LAU/RAU procedures each CN node indicates a non-broadcast RAI/LAI that uniquely identifies the CN node. The same null-NRI may be used per CN within the whole network. Alternatively NRIs that are identifying CN nodes in the neighbour pool or service area may be used as Null-NRIs, which avoids reserving NRI values just for redistribution. Annex X shows a configuration example.
For load re-balancing between CN nodes of a specific CN, the load-balancing weight for one CN node in the NNSF may be reduced, e.g. to transfer some MSs to other nodes of the CN. For offloading, the node’s load-balancing weight is set to zero in NNSF so that this node is not available for selection for MSs that provide no NRI or that provide NRI that does not have a CN node configured in NNSF. Thereby, MSs coming new into the area and also re-distributed MSs are not routed to the CN node that shall be offloaded. Only other nodes from that CN are selected by the NNSF.

For MSs that initiate a Service Request or those that are in connected mode the SGSN may perform the P-TMSI Reallocation Procedure for allocating a new TMSI/P-TMSI with a null-NRI and a non-broadcast RAI that uniquely identifies the CN node to the MS. After that the SGSN releases the RR(C) connection. A new CN node is selected based on the null-NRI when the MS initiates the next RAU procedure. 
If the SGSN needs to be offloaded completely, for all UEs trying to set up PDP Contexts and for the UEs that need to be paged for offloading, the SGSN performs the P-TMSI Reallocation Procedure to allocate a new TMSI/P-TMSI with a null-NRI of the respective CN before the SGSN requests the MS to detach and reattach.
************* NEXT CHANGE *************
4.6a
Mobility Management for Decor

When dedicated CNs are supported and deployed, the functionality described here applies instead of what is described in clause 4.6 ‘Mobility Management’.

An MS performs LA or RA Updates and Attachments, which may result in a change of the serving CN node. In these procedures the new CN node requests from the old CN node MS specific parameters. The new CN node uses the old RA or LA together with the NRI from the old (P-)TMSI indicated by the MS to derive the signalling address of the old CN node using DNS. DNS is configured with that information.
************* NEXT CHANGE *************
4.8.1
Attach

In case of 'combined GPRS/IMSI attach' or 'GPRS attach when already IMSI attached', the SGSN sends the Location Update Request message to the MSC/VLR. The SGSN selects an MSC/VLR from the available MSC/VLRs which serve the current LA of the MS. The selection is based on the TMSI based NRI as provided by the UE or a hash value derived from the IMSI. It is configured in the SGSN which NRI values and range of the hash values relates to which MSC/VLR. This selection mechanism avoids a random change of the MSC/VLR for MSs using combined procedures when an SGSN fails. The new SGSN will select the same MSC/VLR.

In some networks, the SGSN may be configured to select the MSC/VLR for "MSs configured for low access priority" with a different load balance to that used for MSC/VLR selection for other UEs. In this case the SGSN maintains a separate NRI and hash value function for "MSs configured for low access priority".
If dedicated CNs are supported and deployed, an SGSN is configured only with MSCs of the same CN that the SGSN belongs to.
4.8.2
Routing area update

The CN node changes in the following considerations result from pool-area changes (when pool-areas are configured) or from CN node service area changes (when no pool-areas are configured). 

When neither the MSC nor the SGSN are changed, the association for an MS between both CN nodes will also not change.

When the MSC changes but the SGSN does not change, the SGSN selects a new MSC because the new LA is not served by the old MSC/VLR. The selection mechanism is as described for the attach above.

When the SGSN changes but the MSC does not change, the new SGSN selects the old MSC to establish a Gs association because the new SGSN uses the same selection mechanism as described above for the attach with the same parameters as configured in the old SGSN.

When both the MSC and the SGSN change, the new SGSN selects a new MSC to establish a Gs association. The selection mechanism is as described for the attach above.

************* NEXT CHANGE *************
4.10a
Interactions with E-UTRAN for Décor

When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 4.10 ‘Interactions with E-UTRAN’.

The NNSF of the RNC is configured to route the NRIs, contained in the IDNNS and which are mapped from the GUTIs of a combined MME/SGSN, to the same combined MME/SGSN. This facilitates the RNC to route an RA update caused by movement from E‑UTRAN to UTRAN to the same combined MME/SGSN that already serves the UE.

NOTE:
As NRI space is limited and all available NRIs may need to be allocated to SGSNs (which hinders reserving NRIs exclusively for mapped TLLIs), it is recommended to allocate the combined MME/SGSN an MME Group ID that corresponds to the NRI allocated to that combined MME/SGSN. According to TS 23.003 [18] the NRI of a mapped TLLI is equal to the MME Code of the GUTI that it is mapped from.

The functionality to configure the NNSF to route the NRIs, contained in the IDNNS mapped from the GUTIs for combined MME/SGSN also applies when MME and SGSN are not combined, but belong to the same CN. This facilitates the NNSF to route an RA update caused by movement from E‑UTRAN to UTRAN/GERAN to the same CN that already serves the UE.
************* NEXT CHANGE *************
5.2a
RNC Functions for Decor

When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 5.2 ‘RNC Functions’.

The RNC uses the selection function that is described in clause 4.4a ‘NAS Node Selection Function for Décor’.

When IDNNS is derived from the IMSI, the NNSF selects a CN node from the default CN. Values (V) are configured only for CN node(s) from the default CN.
************* NEXT CHANGE *************
5.2.1a
Load Re-Distribution function in RNC for Decor

When dedicated CNs are supported and deployed, the functionality described here applies instead of the description in clause 5.2.1 ‘Load Re-Distribution function in RNC’.

The RNC uses the selection function that is described in clause 4.4a ‘NAS Node Selection Function for Décor’ and peforms load re-distribution functionality as described in clause 4.5a.1a ‘General for Décor’.

************* NEXT CHANGE *************
5.3.1a
A interface mode for Decor

When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 5.3.1a ‘A interface mode’.

The BSC uses the selection function that is described in clause 4.4a ‘NAS Node Selection Function for Décor’.

************* NEXT CHANGE *************
5.3.2a
Gb mode

When dedicated CNs are supported and deployed, the functionality described here applies in addition to that described in clause 5.3.2a ‘Gb mode’.

The BSC uses the selection function that is described in clause 4.4a ‘NAS Node Selection Function for Décor’.

************* NEXT CHANGE *************
5.3.4a
Load Re-Distribution function in BSC for Decor

When dedicated CNs are supported and deployed, the functionality described here applies instead of the description in clause 5.2.1 ‘Load Re-Distribution function in RNC’.

The BSC uses the selection function that is described in clause 4.4a ‘NAS Node Selection Function for Décor’ to select a CN node. The BSC peforms load re-distribution functionality as described in clause 4.5a.1a ‘General for Décor’.

For all messages with a 'random TLLI' (Gb-mode), a CN node from the default CN shall be selected.

************* NEXT CHANGE *************
5.5.4
Support of Combined Procedures

The SGSN has to select an MSC at the Gs interface for the combined procedures if multiple MSCs are configured for the relevant LAI. The MSC out of the available MSCs is selected based on the TMSI based NRI as provided by the UE or on the IMSI, and optionally, whether the "MS is configured for low access priority". Use of the TMSI based NRI as provided by the UE prevents an MSC change for UEs when UEs register first via normal procedures, and later by combined procedures. Use of the TMSI based NRI as provided by the UE or IMSI hash prevents an MSC change for many MSs if an SGSN fails and the re-attaching MSs would get assigned another MSC by the new SGSN. Two HLR updates instead of one would be the result.
If dedicated CNs are supported and deployed, an SGSN is configured only with MSCs of the same CN that the SGSN belongs to.
From the LAI and the TMSI based NRI as provided by the UE, the SGSN can select a VLR from the available VLRs. The NRI length and the selected VLR per NRI value shall be the same as for the CN Node selection for the CS Domain in the RNC and BSC nodes.

From the IMSI the SGSN derives a value (V) using algorithm [(IMSI div 10) modulo 1000]. Every value (V) from the range 0 to 999 corresponds to a single MSC node. Typically many values of (V) may point to the same MSC node. The configuration of the MSC node should be the same in the same RNC area.

In some networks, the SGSN may be configured to select the MSC/VLR for "MSs configured for low access priority" with a different load balance to that used for MSC/VLR selection for other UEs. In this case the SGSN maintains a second set of tables of NRI to MSC mappings, and of value (V) to MSC mappings.

************* NEXT CHANGE *************
Annex X
This clause shows an example with network sharing and two pool areas where two operators operate two CNs each. NRIs are split between operators A (0..99) and B (100..199).

Each operator has two CNs. There are CNs: A1, A2, B1, B2. For simplicity it is here assumed that there is just one NRI per CN node, i.e. each NRI shown in the figure and tables represents also one CN node.

Two pool/deployment areas are shown below.

 SHAPE  \* MERGEFORMAT 



Above configuration shows NRI allocation to different CNs from different operators. And it shows how the NNSF of pool 1 is configured to select the same operator and same CN when a UE moves in from neighbour pool 2. This configuration avoids any redirect procedure efforts for UEs moving in idle mode between pools supporting DÉCOR.

With the NNSF configured to select a new CN node from a specific CN based on NRIs allocated to neighbour pools (for UEs moving in from neighbour pool and keeping the same operator+CN) there are NRIs available, which the CN nodes of that pool may re-use for redistribution of UEs within the pool without reserving any extra NRIs for redistribution. I.e. the NRI allocated to a node of a specific CN in one pool area may be used as a Null-NRI for the same CN in the neighbour pool area. Thereby no NRI values need to be reserved specifically for Null-NRIs and also need no extra configuration in NNSF. 

Example: all A1 nodes of pool 1 may use NRI 4 from neighbour pool 2 as Null-NRI for redistributing UEs between A1 nodes of pool 1. The NNSFs of pool 1 are configured to select a new node from nodes belonging to A1, when a UE indicates an IDNNS with NRI 4.

************* END OF CHANGE *************
pool area 1


CNs with NRIs:


A1: 1, 2, 3


A2: 10, 11


B1: 100, 101


B2: 110, 111


NNSF (selects a new node)


Input NRI -> select from CN


4, 5, 6 	-> A1 {1, 2, 3}


12, 13	-> A2 {10, 11}


102, 103	-> B1 {100, 101}


112, 113	-> B2 {110, 111}








pool area 2


CNs with NRIs:


A1: 4, 5, 6


A2: 12, 13


B1: 102, 103


B2: 112, 113





UE





UE with NRI 4 changes to pool area 1


NNSF of pool area 1 knows: NRI 4 belongs to CN A1 and selects a new CN node from A1 {1, 2, 3}








�this here is just deleted to avoid that DECOR clarifications are needed; this statement is redundant as already contained in more general clauses; so nothing is lost when deleted






