SA WG2 Temporary Document

Page 4

SA WG2 Meeting #106
S2-144401
17 - 21 November 2014, San Francisco, California, USA
(revision of S2-144000)
Source:
NTT DOCOMO, KPN, Huawei, Alcatel-Lucent
Title:
Group identifier for NAS level congestion control
Document for:
Approval

Agenda Item:
7.10
Work Item / Release:
GROUPE / Rel-13
Abstract of the contribution: This contribution adds an internal group identifier for the NAS Level congestion control solution. The group identifier is denoted as internal-group-id.
Discussion

This contribution adds a simple internal group identifier to the solution “NAS Level Congestion Control based on APN and Group_ID”. This 3gpp internal group identifier is referred to as internal-group-id in this solution to indicate it is a 3GPP internal group identifier. The internal-group-id is used for NAS level congestion control, but may be shared with other solutions. This contribution is basically a re-submission of S2‑143175. 
The internal-group-ids shall be unique within a PLMN and are always interpreted in the context of a PLMN. The internal-group-id shall be stored per UE in the HLR/HSS. A UE belongs to a Group, if the corresponding Group Identifier is stored in the UE’s subscription data in the HLR/HSS. The solution does not require any mapping from an external group identifier to the internal internal-group-id.
An internal-group-id is sent by the HSS to the MME/SGSN as part of normal EPS signalling. After receiving the internal-group-id, the MME/SGSN stores the group identifier information in the UE MM context. Therefore, at the time of a user’s attach request to the network, the MME already knows about the groups the users belongs to. Thereby, in case one of the internal-group-ids associated with the user is under congestion control, the MME can immediately reject the user’s attach request with a back-off timer and may immediately reject any subsequent requests from this UE. The UE is not aware of the group(s) it is assigned to and the related internal-group-ids.

Proposal

It is proposed to update TR 23.769-030 as follows.

5.4.2
Architectural Requirements

The following requirements need to be met:

· The network shall be able to determine if NAS signalling overload/congestion is caused by UEs that belong to a pre-defined group and apply the existing NAS level congestion control schemes, defined in TS 23.401 to UEs that belong to this group.

5.4.3
Solutions

5.4.3.1
NAS Level Congestion Control based on APN and group identifier
5.4.3.1.1
General

How the MME/SGSN determines that UEs are causing NAS signalling overload/congestion is left as implementation dependent. Possible solutions that fall into this space include the following: (i) MME/SGSN can track NAS signalling per group and determine that members of a particular group are causing too much NAS signalling. Temporary NAS signalling peaks may be detect by a time window and may not trigger APN-and-Group based congestion control. (ii) the OAM system informs the MME/SGSN. The OAM system may learn about this e.g. by knowing that the server that serves a particular group of UEs has gone down. 
In this solution, a 3gpp internal group identifier internal-group-id is used. It is part of the subscriber data in the HSS and is sent by the HSS to the MME/SGSN as part of normal EPS signalling. The UE is not aware of the Group identifier such that no modifications on the UE are required.
5.4.3.1.1.1
Detection of overload/congestion

The determination of NAS signalling overload/congestion is at an individual MME/SGSN granularity and does not require joint detection across multiple MMEs/SGSNs. An MME/SGSN may detect the NAS signalling congestion in a similar way as described in TS 23.401 Section 4.3.7.4.2.1:

The MME/SGSN may detect the NAS signalling congestion associated with the Group and start and stop performing the Group based congestion control based on criteria such as:

-
Maximum rate of EPS Bearer activations per Group;

-    Maximum rate of MM signalling requests associated with the devices of a particular Group based on per Group thresholds; and/or

-
Setting in network management.

The MME/SGSN may detect the NAS signalling congestion associated with the Group and APN and start and stop performing the Group based congestion control based on criteria such as:

-
Maximum rate of EPS Bearer activations per Group and APN;

-    Maximum rate of SM signalling requests associated with the devices of a particular Group and a particular subscribed APN based on Group and APN thresholds; and/or
-
Setting in network management.

5.4.3.1.1.2
Group-specific Congestion Control
This solution addresses group-specific congestion control both for Mobility Management and Session Management signalling. Therefore, a new section is added in 3GPP TS 23.401 with section title “group specific congestion control”. Text in this section is copied from Section 4.3.7.4.2.3 specifying “APN based Mobility Management congestion control”, where the term APN is replaced by Group, in order to address congestion control for Mobility Management signalling. 
Moreover, text from Section 4.3.7.4.2.2 specifying “APN based Session Management congestion control” is copied and extended by Group based congestion control, in order to address congestion control for Session Management signalling.

5.4.3.1.1.3
Group identifier for NAS Level Congestion Control
Internal-group-ids shall be unique within a PLMN and are always interpreted in the context of a PLMN. The internal-group-id shall be stored per UE in the HLR/HSS. A UE belongs to a Group, if the corresponding Group Identifier is stored in the UE’s subscription data in the HLR/HSS.
An internal-group-id is sent by the HSS to the MME/SGSN as part of normal EPS signalling. After receiving the internal-group-id, the MME/SGSN stores the group identifier information in the UE MM context. Therefore, at the time of a user’s attach or service request to the network, the MME already knows about the groups the users belongs to. Thereby, in case one of the internal-group-ids associated with the user is under congestion control, the MME can immediately reject the user’s attach or service request with a back-off timer and may immediately reject any subsequent requests from this UE. The UE is not aware of the group(s) it is assigned to and the related internal-group-ids.
5.4.3.1.2
Impacts on existing nodes and functionality

MME/SGSN is enhanced to determine that NAS signalling overload/congestion is being caused by UEs that belong to a specific group and apply the existing NAS mobility management congestion scheme to this group of UEs. This is an internal MME/SGSN functionality and does not impact any interfaces. In particular, it also does not require any changes in the UE, as the UE is not aware of the Group identifier. The Group identifier is added to the subscription data and is only known to the MME/SGSN and the HLR/HSS.
5.4.3.1.3
Solution Evaluation
The solution only requires small changes in the MME/SGSN and the HSS. The internal-group-id is stored in the HSS and sent by the HSS to the MME/SGSN as part of normal EPS signalling. The UE is not aware of the internal-group-id. The solution does not require any changes in the UE. Re-using existing text from TS 23.401 section 4.3.7.4.2, only minimal changes to existing normative text are required. The solution offers the possibility to block either mobility management or session management signalling depending on how to best address the current congestion situation with minimal impact on other UEs and services.
5.4.4
Overall evaluation

For the Key Issue - “Group-specific NAS Level Congestion Control”, it is recommended that solution in clause 5.4.3.1 is adopted as basis for normative work. The solution only requires small changes in the MME/SGSN and the HSS. The UE is not aware of the internal group identifier, thus the solution does not require any changes in the UE. Re-using existing text from TS 23.401 section 4.3.7.4.2, only minimal changes to existing normative text are required. The solution offers the possibility to block either mobility management or session management signalling depending on how to best address the current congestion situation with minimal impact on other UEs and services.
5.5
Key issue - Group based addressing and identifiers

5.5.1
Description

Applications generally involve a group of devices. Typically applications today involve more than 1000 subscriptions for a single customer. From both customer and operator points of view, there is benefit in optimized handling of groups of devices.

Group based addressing and identifiers are essential to support group based features such as delivery of group messaging and group policing.

5.5.2
Architectural Requirements

The following group addressing and identifiers related requirements need to be met:

· The network needs to support the ability to group subscriptions together.

· It needs to be possible for the network to determine whether a subscription is a member of a specific group or not (e.g. using the respective group identifier).

· It needs to be possible for the network to address the individual devices within a group.

NOTE: A device can belong to more than one group.

· It needs to be possible for Group Identifiers to be unique within a PLMN. 

· It needs to be possible for Group Identifiers to be independent of specific set of group features. As an example group identifiers used for identifying users belonging to a group for delivery of message(s) to the group can be different from group identifiers used for policing and can be different to group identifiers for NAS level congestion control.
Editor’s Note: It is FFS how to optimize the usage of 3GPP internal group identifiers such that using a different group identifier for each individual group feature can be avoided.
5.5.3
Solutions

5.5.4
Overall evaluation
6
Conclusions

Editor's Note:
This clause is intended to list conclusions that have been agreed during the course of the work item activities. This should also capture the guiding principles and documentation approach for creating CRs to normative specifications within the responsibility of SA2.

6.1
Interim Conclusions 

- For the Key Issue - “Group-specific NAS Level Congestion Control”, it is recommended that solution in clause 5.4.3.1 is adopted as basis for normative work. It is lightweight, but still offers flexibility to block either mobility management or session management signalling depending on how to best address the current congestion situation with minimal impact on other UEs and services.
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