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Abstract of the contribution: This paper illustrates why support for multiple RCAFs per PLMN and support for UEs changing their serving RCAF is needed.
Introduction
TR 23.705 includes the following Editor’s Note, which was agreed to be addressed during the normative work for UPCON:

Editor's note: It is FFS how mobility of UEs between RCAFs is addressed. 
For the SA2#103 meeting S2-142356 (and the accompanying CR in S2-142357) addressed this Editor’s Note by analysing the scenarios related to UEs changing from the geographic area served by one RCAF to an area covered by a different RCAF and provided a solution how to address those scenarios.
During the discussion it became clear that the problems discussed in S2-142356, which can occur if the 3GPP system does not support multiple RCAFs per PLMN, are not challenged. Instead the underlying assumption that the 3GPP systems needs to support multiple RCAFs per PLMN was questioned by two companies.

This paper illustrates why this assumption is valid and needs to be supported.
Discussion

During the UPCON study phase the following statement was agreed to be included into the description of the RCAF solution in TR 23.705:


RCAF retrieves congestion related OAM data as well as the indication of the affected area (e.g. ENB-ID or service area ID) from RAN OAM.  An RCAF is assumed to serve a geographical area.
The statement in bold letters was added to emphasize that the geographical area served by an RCAF does not necessarily encompass the entire PLMN; or in other words: that one PLMN may be served by multiple RCAFs, each covering a subset or region of the PLMN. 
The need for supporting for multiple RCAFs per PLMN or more generally, support for UEs changing from one serving RCAF to another stems from different areas including existing deployment models, existing system paradigms and existing system procedures.
Deployment models 

In some deployments operators regionalize their network by splitting up the PLMN into different regions where most of the network equipment is replicated per region. This is done for different reasons: 

· Different parts of the PLMN may be owned and operated by different subsidiaries. 
· Regionalization of networks is also done by operators to support multi-vendor strategies, i.e. where part of the network is deployed using equipment from vendor A while the rest of the network leverages equipment from vendor B. If an operator decides to apply this strategy when deploying RCAF, then this obviously leads to multiple RCAFs being deployed in that network.
· Regionalization may also be performed to address the size of the geographic area to be covered by the PLMN by deploying most network functions close to the actual geographical area they are serving (i.e. scenarios where centralization of all network functions for the entire PLMN may be inefficient). 
In summary there are different existing deployment models, which assume that multiple RCAFs can be deployed (to support an RCAF per subsidiary, to support different RCAF vendors in one PLMN or to support decentralization of network functions).

In the previous SA2 meeting it had been commented that there were different implementation options for an RCAF: The RCAF could be implemented as a stand-alone function or integrated with the RAN OAM. Furthermore, it had been claimed that in the latter case there was no need to support multiple RCAFs per PLMN.

However, if the RCAF were co-located with the RAN OAM and if in the same PLMN the operator opted for network regionalization with different RAN vendors in the different regions, than this actually implies multiple RCAFs being deployed in that PLMN. This is because commonly the RAN OAM systems are vendor-specific.

Thus, the following can be concluded: regardless of whether the RCAF is a stand-alone entity or co-located with the RAN OAM, there are existing deployment models which demand system support for multiple RCAFs per PLMN.

Established system paradigms – flexibility and scalability

The existing 3GPP system makes explicit provisions to allow for multiple instances of a given functional entity (e.g. multiple MMEs, SGSNs, PGWs, PCRFs, etc.) per network by specifying selection functions, node relocation functions, etc. The overarching goal is to enable operators to flexibly deploy the system according to their needs. 
Not allowing for multiple RCAF entities would instead limit deployment options for operators. Given that 3GPP has defined the rest of the system with flexibility and scalability as one of the key goals it is not obvious why the number of RCAF nodes should be artificially limited to one only.
Lack of support for existing system procedures

Besides deployment considerations and the need to apply established flexibility and scalability paradigms also to new network entities, there are also existing procedures that would lead to a change of RCAFs. One example are inter-PLMN mobility procedures. 
When two PLMNs are involved in a mobility procedure (e.g. an inter-PLMN handover) the need to support mobility of a UE from one serving RCAF to another is very obvious given that each involved PLMN operates its own RCAF.
Way forward

The previous section has documented a list of existing deployment scenarios, system paradigms and procedures, which emphasize the need for system support for UEs that change from one serving RCAF to another.
There are two ways forward:

Option 1: Conclude that those deployment scenarios, procedures, etc. do not need to be supported. This however is essentially an artificial system limitation, which ought to be clearly documented in TS 23.203, e.g. as follows: 

[image: image1]
Option 2: Conclude that existing deployment models, paradigms and procedures should be supported. This can be achieved by approving the CR in S2-143078 which essentially describes one additional procedure between PCRF and RCAF to handle scenarios where a UE changes from one serving RCAF to another.

Conclusion

As illustrated above, there are different existing deployment scenarios, system paradigms and procedures, which require the 3GPP system to support multiple RCAFs per PLMN. 

The co-signing companies consider those scenarios, paradigms and procedures worth supporting. Given this, and the low complexity of the proposed solution it is being proposed to move ahead with Option 2, i.e. to approve the CR in S2-143078.
Note X: “In case the serving RCAF for a given UE changes, e.g. in case a PLMN deploys network sharing, due to inter-PLMN handovers or in case different subsets of a PLMN are served by different RCAFs for scalability or other reasons, the PCRF may be operating based on false congestion information for this UE. This may result in 


the PCRF applying congestion policies although the UE is being served by an uncongested cell;


the PCRF applying a congestion policy for a specific congestion level although the UE’s current cell may be having a different congestion level;


the PCRF not applying congestion policies although the UE is being served by a congested cell.
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