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Abstract of the contribution: Introduction of a new off-path solution for user plane congestion reporting
Introduction

This solution is a variant for the off-path approach (1.5.5) but is based on data plane analysis
Proposal

Add the following in 23.705 (the whole text is new, revision marks highlight changes wrt the previous version of the Tdoc)
6.1.5.6
Solution 1.5.6: Off-path User plane congestion reporting coupled with data plane analysis.
6.1.5.6.1
General description, assumptions, and principles

This solution addresses the key issue of "RAN user plane congestion awareness". This solution is a variant for the off-path approach but is based on data plane analysis:

· The congestion status is determined based on data plane analysis. This determination is carried out by a RAN Congestion Awareness Function (RCAF) function located in the SGW. 

· Then the congestion status is reported off-path:
-
In case the RCAF (SGW) and the PCRF are in the same domain (e.g. non-roaming and LBO), the RCAF reports the congestion status to the PCRF (V-PCRF in case of LBO):
- 
In Home Routed case, in case of specific agreements between the HPLMN and the VPLMN, the RCAF reports the congestion status to the PCRF.

-
In case the RCAF (SGW) and the PCRF are not in the same domain (Home Routed) and there are no specific agreements between the HPLMN and the VPLMN, the congestion status is reported to the MME/SGSN.
The PCRF (and in the Home Routed case, the MME/SGSN) are then responsible to take any corrective action.
The solution shares multiple features with the solution 1.5.5 (especially on the reporting side). It nevertheless differs in the way to determine the congestion status (notification from the RAN OAM in the solution 1.5.5 ; data plane analysis in this solution 1.5.6).
6.1.5.6.2
High-level operation and procedures

6.1.5.6.2.1
Architecture

Figure 6.1.5.6.2.1-1 and  6.1.5.6.2.1-2 show the proposed UPCON architecture.
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Figure 6.1.5.6.2.1-1: UPCON architecture for Non-roaming and LBO traffic.
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Figure 6.1.5.6.2.1-2: UPCON architecture for Home Routed traffic.

A new logical function entity, RAN Congestion Awareness Function (RCAF), is added to determine and report RAN User Plane Congestion Information (RUCI) for the purpose of congestion mitigation. For this purpose the RCAF:
-
Determines the congestion status, acting as a traffic analysis function added to the SGW. Traffic analysis is carried out on GTP-u tunnels in order to be able to correlate the congestion status with a PDN connection of an UE.
RUCI is determined with an integration time fitting the Core Network mitigation tools (e.g. to provide only information on sustained congestion).
-
Determines the corresponding UE (IMSI), APN, and “user location” involved by the congestion based on the SGW knowledge of the association of a GTP-u tunnel with UE, APN, and “user location”:
-
The “user location” scope to report (at cell level, scope at ENB level) is determined by local policies. When the scope is at the cell level and for UTRAN, this requires the RCAF activation of RAN location reporting via the MME/SGSN. When only the RCAF has activated RAN location reporting, the corresponding ULI reporting information is not propagated to the PGW.

-
Reports RUCI to the PCRF over a new Np interface as described in section 6.1.5.6.2.2:
-
The PCRF may then provide policies for congestion mitigation as illustrated in section 6.1.6.1. These policies will attempt to reduce congestion and improve user experience.
-
This takes place when the RCAF and the PCRF are in the same domain (e.g. non-roaming and LBO), or in case of specific agreements between the HPLMN and the VPLMN.

NOTE:
When MOCN applies and the Serving CN is the HPLMN of the UE (the UE belongs to one of the sharing partner), the RCAF and the PCRF are in the same domain.
-
Reports RUCI to the MME/SGGSN over an evolved S11/S4 interface when reporting to a PCRF is not possible.

-
The MME may then provide policies for congestion mitigation as described in section 6.1.5.6.2.3.

A new reference points is added: Np between the RCAF and the PCRF. Over Np, RAN User Plane Congestion Information (RUCI) is sent from RCAF to PCRF.

NOTE: Np reference point is the same Np as defined in 6.1.5.5 

Following reference points are modified:
-
S4/S11 are modified to allow the MME to request RAN User Plane Congestion Information (RUCI) reporting in association with a PDN connection and for the RCAF to report the RUCI (i.e. the congestion status it has detected on the traffic associated with that PDN connection).

User Plane Congestion Information (RUCI) is defined over Np and includes following information:
(1) Congestion/abatement location information (e.g. the ENB ID and Cell ID, or the 3G Service Area ID);
(2) Congestion level;

(3)
The validity time of the congestion level information. If no subsequent congestion information is sent by the RCAF to extend the validity time, at the expiry of the validity time the congestion is assumed to be over.
(4)
IMSI.
In case a UE is interacting with a slow or congested network server, congestion detection needs to take care not to consider that the RAN of the UE is congested. For this purpose, the RCAF considers only the path between the RCAF and the UE and does not react on events associated with the path between the RCAF and the peer of the UE (e.g. network server, remote UE)

Congestion detection needs to take care not to consider a slow link as a congested link otherwise some mitigation measures, such as deferring a service, may prevent some services to ever run at all when the traffic to the UE is using a very slow link.
The RCAF can detect globally the congestion on the path between the UE and the RCAF where this path includes the S1, the radio interface and any internal link of the UE (e.g. the WLAN link between the TE and the MT in case tethering applies). The RCAF, based on local policies, is able:

· Either to determine a congestion status that takes into account the congestion of the 3GPP radio and the congestion of the backhaul to the radio (in this case a congestion status is reported at ENB level). It is to be noted that in case of a too narrow backhaul link,  the end user experience degradation may be fairly influenced by congestion on the backhaul.

· Or in case the Backhaul is assumed (local policy) to not contribute a lot to service congestion, to determine a congestion status that does not take into account the Backhaul.  In this case, the variability of the RTT between the UE and the RCAF is attributed mostly to the RAN’s dynamically changing conditions.  The less variable RTT related to the backhaul contribution is a value that can be determined by the OAM, or established a priori, and can be accordingly subtracted from the measured RTT at the RCAF.
 Nevertheless, the mitigating of the user experience subject to congestion condition is the same whether the backhaul contribution is accounted for or not.    
6.1.5.6.2.2
Reporting RUCI to PCRFs
NOTE: this section is almost the same as section 6.1.5.5.2.4

For the non-roaming UEs and for the roaming UEs with local breakout scenarios, the RCAF reports RUCI per IMSI/APN to the PCRF.

NOTE 1:
Based on an agreement with the HPLMN, the RCAF may also report the RUCI per IMSI/APN to the PCRFs in the HPLMN for the roaming UEs with home routed scenarios.

NOTE 2: 
For UEs in a local breakout scenario, the RCAF contacts the V-PCRF. Congestion information is not assumed to be exposed via S9 unless explicitly agreed to by a roaming agreement.

In networks with multiple PCRFs, a DRA is typically deployed. The RCAF uses the DRA to contact the PCRF(s).This is based on following existing functionality described in TS 23.203/29.213:

-
When Gx gets established, the DRA "assigns" a PCRF for a given IMSI/APN combination and remembers the relationship (IMSI, APN, selected PCRF).

-
Based on this relationship DRAs support finding the PCRF serving an IMSI/APN combination.

6.1.5.6.2.3
Procedure to handle user plane congestion information in case of Home Routed traffic

NOTE: this section is similar but slightly different from section 6.1.5.5.2.5

The MME/SGSN determines the maximum UE-AMBR for the HPLMN of the UE and for the current congestion level. It then indicates the modified UE-AMBR towards the eNB/RNC.

NOTE:
An operator may also decide to not limit UE-AMBR for roamers for a subset of the congestion levels (e.g. to only limit UE-AMBR for a very high congestion level). 
The MME/SGSN needs to consider the APN-AMBR of the various PDN connections of the UE (including whether these PDN connections are Home Routed or LBO) in its determination of the UE-AMBR.
When the RCAF updates the congestion level for a given PDN connection, then the MME/SGSN can update the UE-AMBR of roaming UEs as configured for the related HPLMN and congestion level.

6.1.5.6.3
Impacts on existing entities and interfaces

No new node but a new function RCAF is added in the architecture. 
The impact on the PCRF:
-
The PCRF is enhanced to support Np in order to receive RUCI from the RCAF;
-
While making congestion policy decisions, the PCRF should be enhanced to consider RUCI as well as information specific to the subscriber profile, type of application, type of content, etc.
The impact on MME/SGSN:
-
The MME/SGSN supports S4/S11 enhancements to request RUCI reporting and to receive RUCI from RCAF;
-
The MME/SGSN supports the mechanisms described in section 6.1.5.6.2.3.
The impacts on the SGW:
-
Support the RCAF function.
6.1.5.6.4
Solution evaluation

This solution does not require work from the RAN WG but entails the definition of a new functional entity (the RCAF) in the architecture. It requires modifications on the PCRF, MME/SGSN, SGW. 
Congestion detection needs to take care not to consider a slow network or local tethered link as a congested link, otherwise some mitigation measures, such as deferring a service, may prevent some services from ever running at all when the traffic to the UE is using a very slow link. In case a UE is interacting with a slow or congested network server, congestion detection needs to take care not to consider that the RAN link of the UE is congested : For this purpose, the RCAF considers only the path between the RCAF and the UE and does not react on events associated with the path between the RCAF and the peer of the UE (e.g. network server / other UE).  Otherwise:
· Some of the mitigation measures, such as deferring of the services, would prevent some services from running at all when the traffic to the UE is using a very slow link but there is no RAN user plane congestion.

· If one of the IP flows of the UE is congested (e.g. due to a slow network link between the server and the UE for this IP flow only) but other IP flows are not congested, then it would be detected as user plane congestion and mitigation policies may be activated unnecessarily. 
Since the RACF relies on the transport or application protocol to detect the congestion, it may not be able to detect congestion when UDP type of transport is used and when no RTCP feedback is available, or when application traffic is encrypted at the IP level.
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