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Abstract of the contribution: It is proposed to discuss the usefulness of adopting the vendor specific congestion reporting in the operator networks.
1. Introduction
In UPCON, solutions have been suggested for traffic control based on the RAN congestion notification. In addition, in SA2 #99, it was discussed to adopt the vendor specific congestion detection and reporting. This proposal provides some use cases for understanding how the vendor specific congestion detection helps the operation of operator networks.
2. Discussion
Let’s start the discussion with the following example depicted in Figure 1. It is noted that this example is similar to the high level operation of CN-based solution described in the section 6.1.3, but having more details in order to highlight the usability.
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Figure 1. High-level network operation.
RAN nodes (1&2) decide whether the congestion is occurred or not. How to achieve the detection is up to implementation but the following examples illustrate it. Each RAN node may be configured with a threshold value (e.g., the upper bound of average packet delay experienced by non-GBR flows) by OAM method, and decides that the RAN becomes congested if the measure is greater than the configured threshold value. Until the measure becomes larger than the configured threshold, the RAN node does not report the congestion to core network nodes and hence the signalling for congestion reporting does not become a severe load. In the example in the figure 1, only RAN node 2 detects the congestion due to its high cell load and the congestion is reported to CN using the vendor specific congestion measure. The possible option for the vendor specific congestion measure is, for instance, the packet delay itself calculated in step 1, or the simple congestion indicator/index mapped by the RAN node. How to convey this congestion measure to the CN would be based on the solutions (e.g., using GTP-U or GTP-C extension) in the TR.
Based on the vendor specific congestion measure described above, RAN node reports the congestion to the CN and the CN can perform congestion mitigation to improve the network performance, for example:
· For improving user experience: Some operators have adopted the rate shaping or traffic gating in CN for heavy users with flat charging (i.e., unlimited data plan), based on the traffic volume consumed by the users (e.g., applying the rate shaping if the traffic volume of a user excesses the threshold). However, this harms the quality of service for such users, as the CN may apply the rate shaping to the users even when their cells are not congested. With a congestion indication from the RAN node, the CN can apply the rate shaping to the heavy users, only when the cells are congested, so as to improve the overall quality of experience in the networks.
· For reducing the risk on the net neutrality issue: The network must not unreasonably discriminate in transmitting network traffic, based on policies that would violate net neutrality. The RAN congestion information may be a good reason for applying traffic limitation in the CN.
· For reducing the packet processing overload in PGW/TDF: Deep packet inspection in the CN nodes requires enormous computation/processing power. To optimize/reduce the processing power usage in the CN nodes, the congestion status information from the RAN nodes can be used. That is, the CN may control the depth of packet inspection, or may start/stop the packet inspection based on the RAN congestion information.
Although the precise/standardized RAN congestion detection/reporting may increase the efficiency of congestion control in the CN nodes, the above use cases imply that the simple vendor specific congestion detection/reporting can improve the system performance and the user experience.

3. Proposal
Based on the above use cases for vendor specific congestion notification, it is proposed to update the high-level operation and procedures in the TR to reflect these use cases.
****** Begin of Change ******
6.1.3
High-level operation and procedures
A high level view of operation and procedures of the proposed solution is shown in Figure 6.1.3-1.
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Figure 6.1.3-1: User-plane congestion management - high-level view.

NOTE 1: The numbers do not necessarily imply a temporal order. 

NOTE 2: Step 5a and 5b are optional for solutions that are based on a CN only approach.

1.
Congestion prediction/detection based on actual resource shortage, predefined traffic load threshold, or predictive algorithms in the RAN (P1).

2.
Congestion indication to the CN (P2, P3, P4).

3.
Selection of mitigation measures (e.g. policy rule provisioning) (P5, P6).

4.
CN-based congestion mitigation (e.g. traffic limitation, gating, compression) (P5, P7).
   a. Optional traffic de-prioritization on the heavy user, in consideration of its accumulated traffic volume.

   b. Optional control of packet inspection (e.g., start/stop the inspection, control the depth of the inspection).
5.
Measures for RAN-based congestion mitigation (P5, P7).

a.
Optional Service/QoS information to enable traffic differentiation in the RAN based on existing QoS measures.

Editor's note: It is FFS how RAN user plane congestion awareness can also be exploited to optimize the performance of potentially agreed RAN-based congestion mitigation solutions. For example, the congestion information could be used to enable packet classification required to mark downlink packets, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 

b.
Optional RAN-based congestion mitigation (e.g. traffic prioritization, scheduling).
****** End of Change ******
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