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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

5G systems will extend mobile communication services beyond mobile telephony, mobile broadband, and massive machine-type communication into new application domains, so-called vertical domains, with special requirements toward communication services. Communication for automation in vertical domains comes with demanding requirements―high availability, high reliability, low latency, and, in some cases, high-accuracy positioning.

Communication for automation in vertical domains has to support the applications for production in the corresponding vertical domain, for instance, industrial automation and energy automation, but also transportation. This focus―together with regulations specific for vertical domains―have led to tailored communication concepts in vertical domains such as dependable communication as well as specific security standards and mechanisms. The present document provides an overview on these concepts, in order to foster a common understanding used in communication for automation in vertical domains and 5G communication services, as well as the inference of a common terminology.

Many vertical use cases have been analysed by 3GPP and resulted in several vertical communication requirements that are already part of TS 22.261 [3]. Besides the already specified KPIs for latency, jitter, reliability, communication service availability, and data rate, other general vertical communication requirements need to be transposed into potential service requirements for 5G systems. 

Communication for automation in vertical domains may take place in private networks. Network monitoring interfaces are necessary in order to assure network operation (SLAs). Multiple verticals and users might be using the same 5G communication network (multi-tenancy). Furthermore, vertical domains have their own security standards, implementations, and vertical-domain specific regulations, leading to stage-1 potential security requirements. Finally, integration between 5G communication systems and already existing communication networks of vertical domains is required. 

Several missing representative vertical use cases for communication in automation in vertical domains are described in the present document and used for the derivation of further stage-1 potential requirements. These use cases focus on low latency, high reliability, and high communication service availability.  Examples are automated guided vehicles and rail-bound mass transit (subways and suburban rail).

The present document provides new use cases and stage 1 potential requirements that have not yet been covered in previous stage 1 specifications. It is based on input from relevant stakeholders of the respective vertical domains.

1
Scope

The present document focuses on 5G communication for automation in vertical domains. This is communication that is involved in the production of and working on work pieces and goods, and/or the delivery of services in the physical world. Such communication often necessitates low latency, high reliability, and high communication service availability. Nevertheless, other types of communication are also possible in this area. Moreover, communications with low latency, high reliability, and high communication service availability, and other, not so demanding communication services, may run in parallel on the same 5G infrastructure.

The present document identifies stage 1 potential requirements for 5G communication for automation in vertical domains. The potential requirements are derived from different sources:

· existing work on dependable communication as used in vertical domains; see, for instance, IEC 61907 [2].

· use cases describing network operation in vertical domains with, for instance, common usage of the network (multi-tenancy) and network monitoring for assurance of service level agreements.

· security mechanisms already used in vertical domains; supporting the specific security requirements of vertical domains.

· new (additional to already existing stage-1 work), representative use cases in different vertical domains based on input from relevant vertical interest organisations and other stakeholders. 

Furthermore, the present document provides an overview of relevant communication concepts for automation in vertical domains from the point of view of 5G systems. This overview is provided in order to facilitate the mapping between communication for automation in vertical domains and communication in 5G systems.
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3
Definitions, symbols and abbreviations
Editor’s note: Delete from the heading below those words which are not applicable. Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

automation: the automatic operation or control of a process, device, or system

NOTE 1: This definition is based on [10].

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 2: The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 3: The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of end-to-end latency, jitter, and survival time.

NOTE 4: This definition was taken from subclause 3.1 in [8].

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions
NOTE 5: Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 6: Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.
NOTE 7: This definition is based on [2].
end-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination
NOTE 8: This definition was taken from subclause 3.1 in [8].

Editor’s note: Need to add definition of jitter.

transmission time: the interval from a start event at the reference interface of a source until a stop event of the same transmission at the reference interface of a target
NOTE 9: Depending on the type of reference interface, the start event can be the transfer of the first bit of user data, the first byte, or a trigger event at a process interface. Respectively, the stop event can be the last bit of user data, the last byte or a trigger event of a process interface.
NOTE 10: This definition is based on [19].
update time: the interval from a start event at the reference interface of a target until a following stop event at the same reference interface
NOTE 11: Depending on the type of reference interface, the start event can be the transfer of the last bit of user data, the last byte, or a trigger event at the process interface of a consumer. 
NOTE 12: The stop event can be the last bit of user data, the last byte, or a trigger event of a process interface that can be referred to the following successful transmission of the same source
NOTE 13: This definition is based on [19].

vertical domain: a particular industry or group of enterprises in which similar products or services are developed, produced, and provided
3.2
Symbols

For the purposes of the present document, the following symbols apply:


Tcycle
Cycle time of a cyclic data communication service

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AGV
Automated Guided Vehicle

AR
Augmented Reality

CAN
Controller Area Network

C2C
Control-to-Control 

ERP
Enterprise Resource Planning
HD
High definition
GoA
Grade of Automation

QoS
Quality of Service

HMI
Human-Machine Interface
µDC

Micro Data Center 

MEC

Multi-Access Edge Computing
MES
Manufacturing Execution System
ML

Machine Learning

NRT
Non-Real-Time 

PCM

Pulse Code Modulation

PLC

Programmable Logic Controller
OT
Operational Technology

RT

Real-Time 

VR
Virtual Reality
WSN

Wireless Sensor Network

4
Overview
4.1
Background
Editor’s Note: Overall purpose of this chapter. Brief discussion of how wireless communication is used in verticals.
Clause 4 serves two main purposes. One, in Subclause 4.2, it discusses the concept of a vertical domain and it provides an overview of the vertical domains addressed in the present document. Two, in Subclause, 4.3, it provides a short overview of salient concepts developed in automation research and standardisation. In Subclause 4.3.1 automation control paradigms and related data flows are discussed. In Subclause 4.3.2, models for describing communication in automation are introduced and the introduced concepts and parameters are mapped on 5G concepts. In Subclause 4.3.3, the paramount automation system attribute—i.e dependability—is discussed and implications for 5G communication systems are identified. In Subclause 4.3.4 these dependability attributes are described from a 5G communication service perspective.

4.2
Vertical Domains
Editor’s Note: Short text on what is a vertical domain. Text to be proposed by rapporteur. Overview of the vertical domains addressed in this study (to be written once Clause 5 stable). 
4.3
Automation
4.3.1
Data flows in automation

4.3.1.1
Introduction


The term automation stands for the control of processes, devices, or systems in vertical domains by automatic means [10]. Note that a process always includes physical entities and their attributes. By providing particular input to a process, one tries to generate a particular output (see Figure 4.3.1.1-1). 

Error! Objects cannot be created from editing field codes.


Figure 4.3.1.1-1: Process to be controlled [10]. Note that the process always has a physical component. Example: input = heat, process = chemical reaction in a gas. In this example, the output is the chemical reaction products.
Examples for such processes are chemical processes in the chemical industry, the control of subways, and factory automation with industrial robots. Example (1): the process in question is a chemical reaction and the input is heat; the yield of the chemical reaction, i.e. the output, varies with said heat. Example (2): for a subway, the input can be electrical energy, the process the acceleration of the subway, and the output reaching the cruising velocity of the subway.
The technology related to automation is referred to as operational technology, which "is hardware and software that detects or causes a change through the direct monitoring and/or control of physical devices, processes and events in the enterprise." [12]. An overview of operational-technology devices can be found elsewhere in the literature [11]. The last decade has seen an increased integration of operational and information technology [14]. Automation technology can be used in private settings such as factories, but it is also used in critical infrastructure such as the electricity grid, civil aviation, public transport, etc. [13]. 


In Subclause 4.3.1.2 we introduce the main type of systems used in automation, i.e. control systems. In Subclause 4.3.1.3, we introduce the most common patterns of control systems. In Sucblause 4.3.1.4, we discuss the communication attributes of an automation system. Finally, in Subclause 4.3.1.5, we present the communication patterns entailed by automation systems.

4.3.1.2
Control systems

As outlined in Subclause 4.3.1.1, automation is about controlling processes by aid of automated means. This objective is accomplished by the use of control systems. "A control system is an interconnection of components forming a system configuration that will provide a desired [process] response." [10].
Four main control functions can be distinguished [11]:

· Measure: obtain values from sensors and feed these values as input to a process and/or provide these values as output, for instance to a human user;
· Compare: evaluate measured values and compare to process design values;
· Compute: calculate, for instance, current error, historic error, future error etc.;
· Correct or control: adjust the process.
The four functions above are typically performed by four elements [11]:

· Sensor: device capable of measuring various physical properties;
· Transmitter: device that converts measurements from a sensor and sends the signal;
· Controller: provides the logic and control instructions for the process;
· Actuator: changes the state of the environment; here the process.
NOTE: Frequently, the combination of sensor and transmitter is referred to as a sensor. This is the style we are adhering to in the remainder of the present document.

There are three common patterns of automation. One is open-loop control, the second is feedback or closed-loop control, and the third is sequence control [10] [11]. We discuss all three patterns in more detail in Subclause 4.3.1.3. 
4.3.1.3
Activity patterns in automation
4.3.1.3.1
Open-loop control

The salient aspect of open-loop control is the lack of output control; when providing desired output responses to an actuator, it is assumed that the output of the influenced process is predetermined and within an acceptable range. Figure 4.3.1.3.1-1 depicts an open-loop control system. 
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Figure 4.3.1.3.1-1: Open-loop control system [10].

This kind of control loop works if the influences of the environment on process and actuator are negligible. Also, this kind of control is applied in case unwanted output can be tolerated. For instance, the damage done by an electric toaster (open-loop control system), i.e. slightly burning a slice of bread, is usually assumed to be negligible. 
In this case, the desired output response is the crispiness of the toasted bread. The response can, for instance, be chosen by turning a dial on the toaster. The actuator is the heater in the toaster. The dial sets a certain energy level and/or toasting time. When activated, the heater generates heat, which increases the crispiness of the inserted slice of bread over time. This is the process. The output is the toast itself.
4.3.1.3.2
Closed-Loop Control

Closed-loop control enables the manipulation of processes even if the environment influences the process or the performance of the actuator changes over time. This type of control is realised by sensing the process output and by feeding these measurements back into a controller. Figure 4.3.1.3.2-1 depicts such a system. 
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Figure 4.3.1.3.2-1: Closed-loop control system [10].

"In contrast to an open-loop control system, a closed-loop control system utilizes [measurements] of the actual output to compare the actual output with the desired output response." [10]. "An example of a closed-loop control system is a person steering an automobile (assuming his or her eyes are open) by looking at the auto’s location on the road and making the appropriate adjustments." [10]. 
4.3.1.3.3
Sequence Control

Sequence control may either step through a fixed sequence or it employs logic that performs different actions based on various system states and system input [10]. Sequence control can be seen as an extension of both open-loop and closed-loop control, but instead of achieving only one output instance, an entire sequence of output instances can be produced. An example of sequence control is controlling an elevator. Based at what floor it currently resides, to what floor it is summoned, and to what floor it is directed, different kinds of control actions and actuations are taken. Note that although the name "sequence control" seems to imply a pre-programmed sequence of desired output responses, the elevator shows that event-based control can also be realised with sequence control.  
4.3.1.4
Communication attributes
4.3.1.4.1
Introduction

Communication in automation can be characterised by two main attributes: periodicity and determinism.
4.3.1.4.2
Periodicity
In terms of periodicity, it is possible to send messages periodically or aperiodically. 
Periodically means that a transmission interval is repeated. For example, a transmission occurs every 15 ms. Reasons for a periodical transmission can be the periodic update of a position or the repeated monitoring of a characteristic parameter. Note that a transmission of a temperature every 15 minutes is a periodical transmission, too. However, most periodic intervals in communication for automation are rather short. The transmission is started once and continuous unless a stop command is provided.
An aperiodical transmission is, for example, a transmission which is triggered instantaneously by an event, i.e. events are the trigger of the transmission. Events are defined by the control system or by the user. Example events are:

· Process events: events that come from the process when thresholds are exceeded or fallen below, e.g., temperature, pressure, level, etc.

· Diagnostic events: Events that indicate malfunctions of an automation device or module, e.g. power supply defective; short circuit; over temperature; etc.

· Maintenance events: Events based on information that indicates necessary maintenance work to prevent the failure of an automation device.

Most events, and especially alarms, must be confirmed. In this context, alarms are messages that inform a controller and/or operator that an event has occurred, e.g. an equipment malfunction, process deviation, or other abnormal condition requires a response. The confirmation can take place in two stages. In the first stage, the receipt of the alarm is acknowledged by the receiver, and in the second stage the application that received the alarm acknowledges the treatment of the alarm telegram to the receiver. The receipt of the event should usually be confirmed in a short time. If an alarm telegram is lost on the communication path, there is no acknowledgment from the receiver. The alarm is then sent again after a preset time, the so-called monitoring time, has elapsed. 

4.3.1.4.3
Determinism

Determinism refers to whether the delay between transmission of a message and receipt of the message at the destination address is stable (within bounds). Usually, communication is called deterministic if it is bounded by a given threshold for the latency/transmission time. 

4.3.1.4.4
Control systems and related traffic patterns
There is no straight-forward, one-to-one mapping between the type of control and the communication pattern. However, there are preferences. Open-loop control is characterised by one or many messages sent to the actuator. These can be sent in a periodic or an aperiodic pattern. However, the communication means used need to be deterministic since typically an activity response from the receiver and/or the receiving application is expected. For instance, for the toaster example in Subclause 4.3.1.3.1, the waiting time between activating the toaster and commencement of heating the slice of bread should not be arbitrary.  

Closed-loop control produces both periodic and aperiodic communication patterns. If, for instance, sensor output is only generated when a threshold, e.g. a preset room temperature is exceeded, the timing of the message transmitted to the controller is regulated by the process and not a preset timer. Closed-loop control is often used for the control of continuous processes with tight time-control limits, e.g. the control of a printing press. In this case, one typically relies on periodic communication patterns. Note that in both the aperiodic and periodic case, the communication needs to be deterministic. For instance, for periodic communication, measurements from adjacent measurement cycles could otherwise arrive at the controller out of order and not within the time needed to guarantee a stable operation of the controller. 

The communication attributes required by sequence control generally depend on whether the underlying control paradigm is open or closed. 

Logging of device states, measurements, etc. for maintenance purposes and such typically entails aperiodic communication patterns. In case the transmitted logging information can be time stamped by the respective function, determinism is often not mandatory. 
4.3.2
Communication in automation


4.3.2.1
Modelling of communication in automation

4.3.2.1.1
Area of consideration
For our discussion of the communication in automation we apply a definition of the area of consideration for industrial radio communication that is found elsewhere in the literature [16]. This definition is depicted in Figure 4.3.2.1.1-1. 
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Figure 4.3.2.1.1-1: Abstract diagram of the area of consideration for industrial radio communication. Blue objects: communication system; other objects: automation application system.
Here, a distributed automation application system is depicted. This system includes a distributed automation application, which is the aggregation of a number of automation functions. These can be functions in sensors, measurement devices, drives, switches, I/O devices, encoders etc. Field bus systems, industrial Ethernet systems, or wireless communication systems can be used for connecting the distributed functions. The essential function of these communication systems is the distribution of messages among the distributed automation functions. Depending on the objectives, the dependability of the entire communication system and/or of its devices or its links may be of interest (more on dependability in Subclause 4.3.3). Communication functions are realised by the respective hardware and software implementation.
In order for the automation application system to operate, messages need to be exchanged between spatially distributed application functions. For that process, messages are exchanged at an interface between the automation application system and the communication system. This interface is termed the reference interface. Required and guaranteed values for characteristic parameters which describe the behavioural properties of the radio communication system refer to that interface (see Subclause ??).
Note to Editor: Replace "??" with a reference to the Subclause "influencing parameters".
These characteristic parameters include dependability parameters of industrial radio communication, which are defined in [17].

The conditions that influence the behaviour of wireless communication are framed by the communication requirements of the application (e.g. length of the message), the characteristics of the communication system (e.g. output power of a transmitter), and the transmission conditions of the media (e.g. signal fluctuations caused by multipath propagation). 
If a dependability assessment is to be performed, it is necessary—in accordance with the definition of the concept of dependability—to specify an asset, its function, and the conditions under which the function is to be performed. In this context, an asset is for instance a logical link (see Subclause 4.3.2.1.2.1). 
General requirements from the application point of view for the time and failure behaviour of a communication system are mostly related to an end-to-end link. It is assumed in this connection that the behaviour of the link is representative of the communication system as a whole and of the entire scope of the application. 
4.3.2.1.2
Logical link

4.3.2.1.2.1
Nature and function

Starting with the general approach mentioned above, the logical link can be regarded as a possible asset within the area of consideration (see Figure 4.3.2.1.2.1-1). The condition under which its functions are to be performed are vital for the dependability of the automation application system.
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Figure 4.3.2.1.2.1-1: The concept of a logical link.

This is the link between a logical end point in a source device and the logical end point in a target device. Logical end points are elements of the reference interface, which may group several logical end points together. 

The intended function of the logical link is the transmission of a sequence of messages from a logical source end point to the correct logical target end point. This is achieved by transforming each message into a form that fosters error-free transmission. The transmission process includes certain processes, e.g. repetitions, in order to fulfil the intended function. After transmission, the message is converted back into a form which is usable by the application. The message is to be available and correct at the target within a defined time. The sequence of messages at the target is to be the same as the sequence at the source.

The functional units which are necessary to fulfil this function are shown in Figure 4.3.2.1.2.1-2.
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Figure 4.3.2.1.2.1-2: The asset "logical link".

The required function can be impaired by various influences, which can lead to communication errors. Such errors are described elsewhere in the literature [16][18]. A summary of these errors is provided in Annex B. The occurrence of one of these errors influences the values of the relevant dependability parameters of the logical link. 
4.3.2.1.2.2
Message transformation
From an implementation point of view, it is hardly possible to identify communication layers and interfaces in devices in a unified manner, e.g. with reference to the Open System Interconnection (OSI) model [15]. However, the implementation of communication functions is mostly split between a higher communication layer (HCL) and a lower communication layer (LCL), which may contain different parts of the OSI reference model from implementation to implementation. Our further discussion is therefore based on a generic implementation view with HCL and LCL.

The messages to be transmitted for the intended function of a logical link are defined by strings of characters with a certain semantic. Such a character string is handed over as user data at the reference interface for transmission. If the number of characters in a message is too great for it to be transmitted as a unit, the message can be divided for transmission into several packets (fragmentation). The packets are then passed from a higher communication layer (HCL) to a lower communication layer (LCL). There, a bit steam is created and handed over to the physical layer (PL). A signal stream corresponding to the bit stream is transmitted from the physical layer of the source device to the target device. In the target device, the signal stream received is converted by physical layer into a bit stream, which is passed to the lower communication layer. There, packets are formed, handed over by the lower communication layer to the higher communication layer and grouped together into a message. Suitable mechanisms (acknowledgement, parallel transmission through different communication channels/media, multiple transmissions of identical packets, etc.) can increase the probability of the message reaching the application correctly when a packet is lost. 


The loss of a packet is therefore not to be equated in all cases with the loss of a message. 
4.3.2.1.3
Communication device

The communication devices—together with the physical link—determine the function and thus the dependability of the logical link (see Figure 4.3.2.1.3-1). The function of the communication devices is the correct sending and correct receipt of sequences of messages. The methods and algorithms implemented in the communication devices should take the best possible account of the transmission conditions during message transmission, and fulfil the requirements for message transmission as well as possible. 
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Figure 4.3.2.1.3-1:
Asset "communication device".
Apart from the methods and algorithms themselves, their implementation in hardware and software is also of importance. The errors listed in Annex C can have an impact on dependability. 


4.3.2.1.4
Communication system

The communication system as an asset represents a quantity of logical links whose message transmissions are implemented by a number of wireless devices via one or more media. The communication system function to be provided consists in transmitting messages for all the logical links in the distributed application. This function is to be performed for a defined period, the operating time of the automation application. 

In an automation application system it is paramount that requirements pertaining to logical links are fulfilled. These requirements and the conditions can be very different from one case and implementation to the other. The functions (services and protocols) for individual logical links can therefore also be different. In spite of these differences, some of the logical links share communication devices and media. Consequently, the communication system as a whole is an asset for dependability assessment in the examination of system and application aspects.

4.3.3
Dependable communication


4.3.3.1
Introduction

According to ISO, dependability (of an item) is the "ability to perform as and when required" [20]. This is a paramount property of any automation system. Automation systems that are not dependable can, for instance, be unsafe or they can exhibit low productivity. Subclause 4.3.3.2 discusses system dependability in further detail and this information is used to analyse communication dependability and its implication for 5G systems in Subclause 4.3.3.3.
4.3.3.2
System dependability

Dependability can be broken down into five system properties: reliability, availability, maintainability, safety, and integrity (see Figure 4.3.3.2-1) [44]. 
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Figure 4.3.3.2-1: The five facets of system dependability: reliability, availability, maintainability, safety, and integrity [44].

Definitions for each system property are provided in Table 4.3.3.2-1.

Table 4.3.3.2-1: Definitions of the five system properties into which system dependability can be broken down (see Figure 4.3.3.2-1) [44].
	System property
	Defnition

	Reliability
	Continuity of correct operation 

	Availability
	Readiness for correct operation

	Maintainability
	Ability to undergo modifications and repairs

	Safety
	Absence of catastrophic consequences on user(s) and environment

	Integrity
	Absence of improper system alterations


Availability indicates whether the system is ready for use at a given time. This system property is typically quantified by the percentage of time during which a system operates correctly. Reliability indicates how long correct operation continues. This system property is typically defined as the (mean) time between failures. Let us illustrate both properties with and example. In this example the system has an availability of 99,99%. This implies that its unavailability is 0,001%, or 53 min on average per year. If the system fails on average thrice a year then reliability, quantified as the mean time between failures, is four months. 
Availability and reliability are closely related to the productivity of a system. A system featuring a low availability is rarely ready for operation and is thus characterised by low productivity. If the system reliability is low, i.e. the time between failures is short, the system comes often to a halt, which contravenes continuous productivity.
4.3.3.3
Definition of communication dependability and its implications
4.3.3.3.1
Introduction

A composite system, where every subsystem is instrumental to the operation of the composite system, is not dependable if any of the subsystems is undependable. This has the following implications for the use of communication systems in general, and 5G systems in particular. Figure 4.3.3.3.1-1 depicts a generic, distributed automation system, where the automation functions interact via a communication system. 
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Figure 4.3.3.3.1-1: Example of a distributed automation system consisting of automation functions and a communication network.

In this example, all three subsystems, i.e. the automation functions and the communication network need to be dependable for the automation system to be dependable. 

Communication dependability is the property of a dependable communication system. According to IEC 61907, network dependability is the "ability to perform as and when required to meet specified communication and operational requirements" [2]. This definition largely agrees with 3GPP’s own definition: "A performance criterion that describes the degree of certainty (or surety) with which a function is performed regardless of speed or accuracy, but within a given observational interval" [1]. What does communication dependability imply in praxis from the vantage point of the automation functions? We address this for each of the five system properties in Figure 4.3.3.2-1.
4.3.3.3.2
Reliability
According to IEC 61907, network reliability is the "ability to perform as required for a given time interval, under given conditions" [2]. 
NOTE: Given conditions "would include aspects that affect reliability, such as: mode of operation, stress levels, environmental conditions" [2]. 

Automation functions need highly reliable communication. As a rule of thumb the more infrequent communication is unavailable the better.
Note that reliability in the context of dependability has a different meaning than employed in TS 22.261, which defines it as the "percentage value of the amount of sent network layer packets successfully delivered to a given node within the time constraint required by the targeted service, divided by the total number of sent network layer packets" [3]. This definition is more akin to the definition of network availability (see Subclause 4.3.3.3.3) and it focuses on the inner working of the network rather than the end-to-end experience of functions consuming the network's communication capabilities. In order to avoid confusion, reliability of a communication system is henceforth referred to as communication service reliability. We discuss this in more detail in Subclause 4.3.4.
4.3.3.3.3
Availability
According to IEC 61907, network availability is the "ability to be in a state to perform as and when required, under given conditions, assuming that the necessary external resources are provided" [2]. Note that given conditions "would include aspects that affect reliability, maintainability and maintenance support performance" [2]. It is important to point out that a communication network that does not meet the communication requirements of the automation functions, e.g. a maximum end-to-end latency, are considered to be unavailable.
4.3.3.3.4
Maintainability
According to IEC 61907, network maintainability is the "ability to be retained in, or restored to, a state in which it can perform as required under given conditions of use and maintenance" [2]. Note that given conditions of maintenance "include the procedures and resources to be used" [2]. "Maintainability may be quantified using such measures as, mean time to restoration, or the probability of restoration within a specified period of time" [2]. Subclause 4.3.4 discusses what maintainability implies for a dependable communication service.
4.3.3.3.5
Safety

As introduced in Subclause 4.3.3.2, safety stands for the absence of catastrophic consequences on user(s) and environment. For a distributed automation system this implies that neither the automation functions including their physical embodiment, nor the processes, nor the environment should be damaged by the communication system. This communication system property is—for instance—addressed through regulations such as directive 2014/53/EU [21]. Note that in most automation implementations the safety of the communication systems can be treated separately and that the overall safety of the distributed automation system is addressed by automation functions such as functional-safety mechanisms.
4.3.3.3.6
Integrity

According to IEC 61907, network integrity is the "ability to ensure that the data throughput contents are not contaminated, corrupted, lost or altered between transmission and reception" [2]. Note that this communication system property is—in the communication network community—seen as an atomic property of information security in communication systems. More on this in Subclause 6.1.


4.3.3.3.7
Implications for 5G systems

In order to be suitable for automation in vertical domains, 5G systems need to be dependable, i.e. they need to come with the system properties in Subclause 4.3.3.3.2 to Subclause 4.3.3.3.6. What particular requirements each property needs to meet depends on the particularities of the domain and the use case. More on this in Clause 5. Subclause 4.3.4 addresses what the request for communication dependability implies for communication services provided by 5G systems.
4.3.4
Dependable communication service


4.3.4.1
Introduction

This section discusses important criteria that are used for evaluating dependable 5G communication services from an end-to-end perspective. Dependability and its attributes are addressed in Subclause 4.3.3.
4.3.4.2
Network dependability
Network dependability can be classified as follows [2]:
· Needed dependability: The end-users’ network dependability requirements;
· Offered dependability: The service provider’s offerings of network dependability (or planned/targeted network dependability);
· Achieved dependability: The dependability achieved or delivered by the service provider;
· Perceived dependability: The dependability perceived/experienced by the end-users.
The end-users’ "dependability needs are the primary source of information for establishing 
dependability requirements.” [2]. Note that in this framework one differentiates between needed, offered, achieved, and perceived/experienced dependability. This is in line with concepts developed by the ITU-T for quality in of service [22]. The ITU-T differentiates between the customer's QoS requirements and the offered, achieved and perceived QoS. 

4.3.4.3
Network serviceability
When communication functionalities are offered as services, dependability is contingent on what is referred to as serviceability. "Serviceability reflects the delivery of network dependability of service to the end-users. Higher serviceability improves availability, provides integrity of service without excessive impairments, and reduces service costs. 
Serviceability can be described using the following performance criteria. 

a) Service accessibility

Service accessibility is the ability of a network service to be accessed by the user, under given conditions, for a given period of time. For connection-oriented services, it refers to the ability to establish connection. Accessibility can be measured in terms of service access delay, network access capability, and service access control capability. [...] 

b) Service retainability

Service retainability is the ability of a network service, once obtained, to continue to be provided under given conditions for a requested duration. It reflects the reliability of [the] network. [...] Retainability requires network dependability support to maintain stable operation. [...] 

c) Service integrity

Service integrity is the delivery of information and data by the network without excessive impairment. Service integrity relates to the transfer of information and data known as throughput. [...] 

d) Disengagement

Disengagement concerns the network devices and links involved in the end-to-end communication of a user as well as network resources (including bandwidth, channel or resources related to upper-layer protocols) to be released when the communication connection or session is closed. [...] Disengagement is a characteristic affecting service accessibility and service retainability in network serviceability." [2].

NOTE: disengagement is not so much a concern of the end user, rather of the network operator. This aspect fosters service accessibility and retainability by keeping the share of committed but unused communication resources low. 

Serviceability has an additional flavour, which is operability. "From the user’s perspective, operability refers to the ability of a service to be successfully and easily operated by a user." [2]. This flavour is especially important in dynamic communication scenarios and for machine-to-machine communication. 
NOTE: Operability is used to characterise the four serviceability criteria above. When applying the operability criterion one can, for instance, ask how easy it is to gain access to the communication service, while service accessibility focuses on how access is gained.
Table 4.3.4.3-1 provides a mapping between serviceability criteria and dependability attributes. For the latter see Subclause 4.3.3.2.
Table 4.3.4.3-1: Serviceability criteria and corresponding dependability attributes.

	Serviceability criterion
	Corresponding dependability attribute

	Accessibility
	Availability, reliability

	Retainability
	Availability, reliability, maintainability, safety

	Integrity
	Integrity, safety

	Disengagement
	Availability, reliability


A comparison of serviceability criteria stipulated by IEC 61907 (see Table 4.3.4.3-1) and those stipulated by 3GPP (see the definition of QoS in [1]) is provided in Table 4.3.4.3-2.
Table 4.3.4.3-2: Servicability criteria according to IEC 61907 [2] and 3GPP [1].
	Serviceability criterion
	IEC 61907
	3GPP

	Accessibility
	X
	X

	Retainability
	X
	X

	Integrity
	X
	X

	Dissengagment
	X
	–


4.3.4.4
Describing dependable communication services
In order to deliver a dependable communication service, one needs to assure the "continuity of service against failures and denial of service access and disengagement, and the transfer of user information against loss or interruption.” [2]. The dependability of the service from an end-user perspective is ensured at the service access point (interfaces in Figure 4.3.3.3.1-1). The end-user dependability requirements determine the required network performance, which in turn determine the required network parameters. As outlined in Subclause 4.3.4.3, dependability requirements can be sorted under four serviceability criteria. However, as discussed in Subclause 4.3.4.2, the dependability mind set also necessitates the differentiation of requested, offered, achieved and experienced dependability. The implied assurance is another paramount facet of a communication service. Assurance is a praxis that produces assurance judgments, i.e. statements that inspire confidence of, for instance, the user of the communication service. Ideally, assurance judgments are based on evidence. The evidence on which an assurance judgement is based can be obtained by the means of service monitoring. More on assurance, assurance methodology, and assurance frameworks can be found in appendix A.3 of [23]. More details on communication assurance and monitoring for assurance can be found elsewhere in the literature [24]. Such monitoring could, for instance, include the communication service availability. If the service monitoring shows that the service has been available for more than 99,92% over a year, the following assurance statement can be made: "The continuous monitoring of communication service availability over a year shows that the unavailability of the communication service is less than 0,08%. This implies that the communication service availability requested by the user, i.e. 99,9%, is met." Assurance takes place at the service interface, which is the single point of interaction between the communication network and the users, i.e. the automation functions. The set of facets of a dependable communication service is summarised in Figure 4.3.4.4-1.
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Figure 4.3.4.4-1: Facets of a dependable communication service.
4.4
Deployment scenarios for automation in vertical domains
4.4.1
Description

3GPP supports a range of deployment scenarios based around macro cells and small cells and 5G is expected to extend the supported topologies whilst supporting both macro and small cell deployments. Specifically, short wavelength spectrum such as mm-wave is likely to trigger new types of cell deployment due to its radio characteristics. 3GPP also has a host of other deployment tools such as LAA, Dedicated Core Networks, IOPS, etc. which can offer a great number of deployment options. What is key, is matching the appropriate network deployment to the required use case or scenario.
Editor's Note: "LAA" and "IOPS" to be added to the list of abbreviations (Subclause 3.3).
As discussed in the present document, 5G communication for automation in vertical domains requires high levels of availability, reliability, and maintainability in order to ensure high levels of service accessibility and productivity. To meet specific end user requirements, specific network deployments and parameters may be utilised. For example, a sub-surface mining operation and associated surface support have very different levels of existing deployment & coverage, propagation environment, existing deployed communication infrastructure, and required services in comparison to a nationwide electricity grid with communication services deployed via public WWAN.

Editor's Note: "WWAN" to be added to the list of abbreviations (Subclause 3.3).

5
Use cases

Editor’s Note: This Clause describes new vertical use cases from a system’s perspective (at a summary level). It also provides clarification on "vertical" use cases in TS 22.261 (where needed).
Editor’s Note: External references for claims made and requirements proposed in contributions are highly appreciated.

5.1
Rail-bound mass transit

5.1.1
Description of vertical

In order to keep the attractiveness of public transport high, some of the key challenges mass transit operators are facing are

· Growing traffic, both in terms of passenger flow and the number of and frequency of mass transit vehicles;

· The need to ensure passenger safety and security;

· Improvement of travel comfort, including delivery of real-time multimedia information and access to the internet (social networks, etc.), both in stations and on trains.

To reach this goal, investments are not only needed in rolling stock and infrastructure, but also in communication networks, communication technologies, and communication end devices. 

5.1.1.1
Communication services in rail-bound mass transit

There are two main drivers behind the growing importance of communication services in mass transit: (1) passenger information and internet access and (2) train automation. The latter can be divided into control and operations. Both types of train automation consist of distributed applications that rely on dependable communication. Typically, control applications are of higher priority than operational applications, and the latter are typically of higher priority than passenger services. One of the main challenges is to guarantee the premium priority of control-related communication over other types of communication, especially since the data bandwidth consumed for control is typically dwarfed by  data traffic stemming from the other two application areas. Another challenge is to guarantee the super priority of operational data communication over passenger-related communication. Automation in public transport, especially in mass transit, has reached one of the highest levels of automation among infrastructure applications. Nowadays, driverless metro systems are not science fiction, rather they become increasingly pervasive. The number of driverless metro lines worldwide already exceeds 100, and this number is expected to grow. Note that driverless trains are not the only source of automation in mass transit, and thus not the only source of dependable machine-type communication. For instance, mass transit train control assisted by rail-to-rail-side wireless communication (MTTC), which is at the core of driverless trains, is also used for trains exhibiting lower grades of automation. Examples for MTTC are communication-based train control (CBTC) [7] and Korea Radio-Based Train Control System (KRTCS) [5][6]. The grades of automation of trains are specified in IEC 62290-1 [4] and are summarised in Figure 5.1.1.1-1.


[image: image19.png]¢ R R

Manual operation, only

Controls train manually
Cab display indications
Continuous speed supervision

Train runs automatically from station to station
Automatic stop and door opening
Train operated by a driver supported by ATO

No train driver necessary
The train is driven and controlled fully automatic
Attendant available for emergency situations, only

No train driver or attendant necessary at all
The train is driven and controlled fully automatic

GoAO

GoA1

GoA2

GoA3

GoA4




Figure 5.1.1.1.-1: The different grades of automation (GoA) in rail systems.

Caused by increased safety awareness, onboard video surveillance/CCTV and emergency calls play an increasing role in rolling-stock equipment. In GoA 4 systems (see Figure 5.1.1.1-1), both applications are mandatory in order to setup communication with passenger during emergencies, e.g. when trains have to stop inside tunnels. Onboard video surveillance/CCTV system generates also excessive amount of video recordings, which need to be archived and ultimately offloaded/ transferred from onboard into the ground storage. Additional operational applications are train diagnostics and voice communication for operational, service and maintenance purposes. Other common applications for increasing passenger satisfaction are passenger information (PIS), online advertisement, and online internet access. Figure 5.1.1.1-2 provides an overview of the common data services in contemporary mass transit trains.

[image: image20.png]B =
EarmEa

Examples for passenger services Example for control services

Passenger information system (PIS) MTTC (Mass Transit Train Control)
Passenger Internet access

Online advertisement Examples for operational services

Infotainment & news services

Online ticketing/reservation
Location-based services

. L Real-time video surveillance (CCTV)
Emergency voice communication

Emergency alarm
Passengerannouncement

Operational voice communication

Online diagnosis




Figure 5.1.1.1.-2: Common communication-based services in rail-bound mass transit. Not all services listed are shown in the diagram. 

5.1.1.2
Characteristics of main mass-transit data services

In a first level of consideration, mass-transit data services differ in directionality and bandwidth. For instance, MTTC is a bidirectional data service, while CCTV traffic mainly flows from train to track-side destinations (uplink). In contrast, the PIS communication pattern is almost reverse (dominance of downlink traffic).

In Table 5.1.1.2-1, a selection of mass-transit data services is characterised by different attributes such as data rate, directionality, and priority. The latter, which are not standardised, are provided for guidance.

Table 5.1.1.2-1: Characteristics of the data services in rail-bound mass transit. DL: downlink; UL: uplink

	Service
	Main Direction
	Data rate in Mbit/s per application
	Priority
	End-to-end latency
	Communication service availability
	Security
	Data Integrity

	MTTC
	DL, UL
	< 1
	Highest (= 1)
	< 100 ms
	>  99,999 %
	Highest
	Mandatory

	Real-time CCTV
	UL
	>  4
	High (= 2)
	< 500 ms
	>  99,99 %
	High
	Recommended

	PIS
	DL
	< 1
	Low (= 4)
	<  1 s
	< 99,99 %
	Medium
	Not required

	Emergency voice
	DL, UL
	< 1
	High (= 2)
	< 200 ms
	>  99,99 %
	High
	Not required

	Passenger internet access
	DL
	≥  0,2
	Low (= 4)
	< 10 s
	< 99,9 %
	Medium
	Not required

	Train diagnostics
	UL
	>  0,1
	Medium (= 3)
	< 1 s
	< 99,99 %
	High
	Recommended

	CCTV offload/archiving
	UL
	≥ 1000
	High (= 2)
	< 100 ms
	>  99,99 %
	High
	Recommended


As Table 5.1.1.2-1 shows, MTTC is a very demanding data service, since every related attribute―except data rate―is at the highest requirement level. Other important services, from an operational point of view, are CCTV and emergency voice connections. Internet access, on the other hand, requires high aggregate data rates while it represents the least important operation-related service of all. The maximum bit-error ratio for control messages, e.g. MTTC messages, is 10-6.
Table 5.1.1.2-2 translates the above qualitative services into typical data rates for a commuter train.

Table 5.1.1.2-2: Typical data-rate requirements per commuter train and service. The overall data rate is calculated under the assumption of one application per device.
	Service
	# of networked devices
(typically)
	Data rate per device
[Mbit/s]
	Overall data rate per train
[Mbit/s]

	MTTC
	2
	0,1
	0,2

	Real-time CCTV
	20
	4
	80

	PIS
	6
	0,5
	3

	Emergency voice
	8
	0,2
	1,6

	Passenger internet access
	500
	0,2
	100

	Train diagnostics
	50
	0,1
	5

	CCTV offload / archiving
	1
	≥ 1000
	≥ 1000


MTTC only consumes some hundred kbit/s in contrast to around 100 Mbit/s for passenger internet access. Also, the number of networked devices per train varies considerably from one service to the other. MTTC is at the very low end of the list. The big number for passenger internet access stems from the fact that passenger end devices, e.g. smart phones, significantly outnumber automation data sources and data sinks and that many automation devices consume comparably low data rates. Due to constantly increasing minimum resolutions for CCTV cameras, currently reaching up to approximately 4 Mbit/s per camera, the data rate requirements of live real-time CCTV reaches close to that of overall data rate of Passenger internet Access. Furthermore, the CCTV offload, which means the transfer of CCTV archives from train to ground when the train stops at the stations or at the depot., requires relatively high overall data rate, similar to that of required in of long haul trains, i.e., min. 1 Gb/s. The transfer CCTV offload is even more challenging in commuter trains than in long haul trains due to shorter stop times.  
Note that communication service reliability is also an important parameter for mass-transit communication. However, commonly agreed upon values do not exist. As a rule of thumb, the time between communication service failures needs to be maximised. 
Also note that some mass-transit applications are comparably immune to intermittent communication service dropouts. In case the unavailability of the communication service is shorter than a pre-defined time (for MTTC typically around 500 ms), the communicating applications do not experience the service as unavailable. However, if the dropout exceeds this time limit, it counts as a communication service failure. As a general rule, the time to repair the communication service should be kept as short as feasible.
5.1.2
Coexistence of MTTC service and CCTV

5.1.2.1
Description

This use case considers the behaviour of a high-priority MTTC service in presence of a CCTV high-priority data service. The former is characterised by rather low data rates and the latter by rather high data rates (see Table 5.1.1.2-1). In this use case CCTV is streamed in real time to the rail-side, for instance to a traffic control centre.

5.1.2.2
Preconditions

The high-priority service MTTC is switched on and communication between train and ground-based train control units ensues. The priority level of MTTC is 1 (highest level). Train-borne and ground MTTC instances are exchanging data. The exchange fulfils the required data rate and other relevant service parameters (see Table 5.1.1.2-1). All other data services are switched off.

5.1.2.3
Service flows

The CCTV service is switched on. The priority of this data service is 2 (one level lower than MTTC). All other data services are switched off.

The CCTV service is switched on. The desired data rate of the CCTV service is negotiated (typically at least 100 Mbit/s). CCTV data connections between track and train are established (CCTV cameras are switched on and video streams relayed to a track-side video management system, a.k.a. the CCTV data sink). 

5.1.2.4
Post-conditions

· The MTTC QoS parameters stay in the desired range while the CCTV service is running;
· The CCTV QoS parameters stay in the desired range. 
5.1.2.5
Challenges to the 5G system

· 
· Isolation of communication flows;
· Guarantee of user experienced data rates;
· High communication service availability;
· High communication service reliability.
5.1.2.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 1.1
	The MTTC service has the highest priority and shall not be affected by the CCTV service. End-to-end latency and availability of MTTC are not affected when running the CCTV service in parallel.
	A
	CCTV data rates may reach 500 Mbit/s per train. 

[This requirement is not covered yet by existing 3GPP requirements]

	Mass Transit 1.2
	The CCTV service shall not be affected by the MTTC service, which has a higher priority but lower data rate. Especially, delay and packet loss of CCTV is not affected by MTTC service that runs in parallel.
	A
	[This requirement is not covered yet by existing 3GPP requirements]

	Mass Transit 1.3
	The user experienced data rate for MTTC services shall be at least 200 kbit/s.
	T
	

	Mass Transit 1.4
	The end-to-end latency for MTTC services shall be below 100 ms.
	T
	

	Mass Transit 1.5
	The communication service availability for MTTC services shall be higher than 99,999%.
	T
	

	Mass Transit 1.6
	The use experienced data rate for CCTV services shall not be lower than 2 Mbit/s per CCTV application.
	T
	

	Mass Transit
	The end-to-end latency for CCTV applications shall be below 500 ms.
	T
	

	Mass Transit 1.7
	The communication service availability for CCTV services shall be higher than 99,99%.
	T
	


5.1.3
Coexistence of MTTC service and a high data rate service with low priority

5.1.3.1
Description

This use case considers the behaviour of MTTC in presence of another data service with low priority but very high data rates. An example for this other service is passenger internet access.

5.1.3.2
Preconditions

MTTC is switched on and communication between train and ground is maintained. The priority of the MTTC service is set to the highest value. Train-borne and ground MTTC instances are exchanging data with required data rate and other specified service parameters. All other data services are switched off.

5.1.3.3
Service flows

Another data service with different service parameters is switched on. The priority of this data service is the lowest. An example service is passenger internet access service.

The additional service is switched on. The desired data rate of the additional service is set to, e.g., 100 Mbit/s. A pursuant data connection between track and train is established. After successful initialisation of the additional service, the QoS of the MTTC is unaffected, even if the data rate of the additional service is increased up to 500 Mbit/s.

5.1.3.4
Post-conditions

The MTTC QoS parameters are in the specified range, even when the other data service is running at the highest permissible data rate. 

5.1.3.5
Challenges to the 5G system

· Isolation of communication flows.

5.1.3.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 2.1
	The MTTC service shall not be affected by a low priority data service. End-to-end latency, packet loss, and availability of MTTC are not affected by the other data service.
	A
	[This requirement is not covered yet by existing 3GPP requirements]


5.1.4
Coexistence of MTTC service and high data rate service with low priority

5.1.4.1
Description

This use case considers the behaviour of the start up of the MTTC service in case of other already running data services.

5.1.4.2
Preconditions

MTTC is switched off. Data services that consume significant bandwidth are running. Examples for such services are

· CCTV;

· PIS;

· Emergency Voice;

· Passenger internet Access;

· Train diagnostics.

The communication service for each application is characterised by an individual set of QoS parameters. The resulting data rate per train is 500 Mbit/s and lower.

5.1.4.3
Service flows

The MTTC service is switched on. 

Trackside and train-borne MTTC instances boot and communication between both commences. 

After the MTTC start-up procedure, the MTTC service is entering the data exchange mode. 

5.1.4.4
Post-conditions

The MTTC service is running properly, fulfilling specified QoS parameters.

5.1.4.5
Challenges to the 5G system

· Isolation of communication flows. 


5.1.4.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 3.1
	The MTTC service start-up shall not be affected by already running services with different priorities.
	A
	[This requirement is not covered yet by existing 3GPP requirements]

	Mass Transit 3.2
	Already running communication services shall not be affected by booting the MTTC service.
	A
	[This requirement is not covered yet by existing 3GPP requirements]


5.1.5
Set-up of emergency call

5.1.5.1
Description

This use case considers setting up emergency calls while other data services are running. 

NOTE: This use case deals with emergency calls using the train and rail infrastructure and not public emergency services. An example for a train emergency system is microphone/speaker boxes that are integrated into the walls of the passenger area.

5.1.5.2
Preconditions

The high priority emergency voice service is in standby mode. The corresponding voice call devices are switched on.

Examples for such services are

· Real-time CCTV;

· PIS;

· Emergency voice;

· Passenger internet access;

· Diagnostics.

The communication service, for each application, is characterised by an individual set of QoS parameters. The resulting data rate per train is 500 Mbit/s and lower.

5.1.5.3
Service flows

An emergency voice call is initiated. Trackside and train-borne voice communication between them commences.

5.1.5.4
Post-conditions

A successful voice call between train and track side devices is established.

5.1.5.5
Challenges to the 5G system

· Isolation of communication flows;
· Guarantee of user experienced data rates;
· High communication service availability;
· High communication service reliability.

5.1.5.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 4.1
	The set-up of an emergency voice call shall not be affected by already running services with different priorities. 
	A
	The compound data rate of other services is ≤ 500 Mpbs per train. [This requirement is not covered yet by existing 3GPP requirements]

	Mass Transit 4.2
	The user experienced data rate for emergency voice calls shall be at least 200 kbit/s.
	A
	

	Mass Transit 4.3
	The end-to-end latency for emergency voice calls shall be below 200 ms.
	T
	

	Mass Transit 4.4
	Them communication service availability for emergency voice calls shall be higher than 99,99%.
	T
	


5.1.6
Emergency call during a sudden rise of CCTV data rate

5.1.6.1
Description

This use case considers setting up emergency calls while the data rate of other data services rises.

5.1.6.2
Preconditions

An emergency voice call is established. The MTTC service is running.
5.1.6.3
Service flows

Train-borne CCTV devices start streaming videos to the trackside video system at an overall data rate of up to 500 Mbit/s.

5.1.6.4
Post-conditions

The voice call between train and track side devices is not interrupted.

5.1.6.5
Challenges to the 5G system

· Isolation of communication flows.

5.1.6.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 5.1
	An emergency voice call shall not be interrupted, even when a sudden rise of data rate of other lower-priority service such as CCTV occurs.
	A
	The maximum compound data rate of the lower-priority services is 500 Mbit/s. [This requirement is not covered yet by existing 3GPP requirements]


5.1.7
Use Case: CCTV offload / transfer of CCTV archives from commuter train to ground 
5.1.7.1
Description

This use case describes the CCTV offload, i.e., the transfer of CCTV archives from the on-board system to the ground system. This use case assumes the following:

· The retention time for the recordings in the on-board system is seven days.

· The minimum retention time for the CCTV recordings in the ground system is 31 days.

· CCTV offload/transfer of CCTV archives is performed only when train approaches stations/stops in order to stop and at the depot.
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Figure.5.1.7.1-1. Onboard CCTV storage sizes with different offload rates.

5.1.7.2
Pre-conditions

· CCTV offload/transfer of CCTV archives is performed only when the commuter train stops at the stations.
· Mobile communication infrastructure between commuter train and ground system enables CCTV offload/ transfer of CCTV archives from commuter train to the ground system while the train stops at the stations.
· The ground system supports sufficient archiving system for the transferred recordings.
5.1.7.3
Service flows

1. The commuter train approaches the station/stop.

2. Mobile communication system in commuter train establishes connection dedicated for the CCTV offload/ transfer of CCTV archives with the ground system at a priority level allowing critical communication to continue in parallel

3. The CCTV offload/ transfer of CCTV archives is started upon successful connection with the ground system.

4. The CCTV offload/transfer of CCTV archives is stopped when the connection is no longer available.

5.1.7.4
Post-conditions

· The on-board CCTV system may re-write over the seven days and older recordings that have been transferred.
· The on-board mobile communication system remains monitoring the next approach of station/stop.
5.1.7.5
Challenges to the 5G system

Editor’s Note: For Further Study

5.1.7.6
Potential requirements and gap analysis

	Reference Number
	Requirement text
	Application / Transport
	SA1 spec covering
	Comments 



	Mass Transit 6.1
	The onboard System shall be able to support that CCTV archives can be transferred into the ground system in a time and resource efficient way with a minimum of 1 Gb/s in dedicated places such as stations/stops or train depots.
	A/T
	A: Not covered T: Data rate covered by LTE and NR transport
	See: http://www.3gpp.org/technologies/keywords-acronyms/97-lte-advanced

	Mass Transit 6.2
	CCTV offload/Transferring CCTV archives shall not affect mission critical communication. 

NOTE: 
Transferring CCTV archives is not considered to be a mission critical service.
	A/T
	A: Not covered

T: Covered by basic 3GPP and suitable QoS
	




5.1.8
Wireless communication between mechanically coupled train segments
5.1.8.1
Description

Two mass transit coaches or trains are mechanically coupled together. The communication between both (control, operational, passenger services) is going to be provided via a 5G RAN link. For the sake of simplicity we henceforth refer to coaches as trains.
5.1.8.2
Preconditions

Services are running in both trains. Typically, these services are of an operational nature, but they can also include control and passenger services. The two trains are coupled together mechanically, but communication between both trains is not established yet. 
5.1.8.3
Service flows

A wireless 5G link is established between the two trains. 

5.1.8.4
Post-conditions

Communication services between both trains are established via the 5G wireless link and run dependably.
5.1.8.5
Challenges to the 5G system

· Guarantee of very high user experienced data rates over a short air gap.
· Very high communication service availability;

· Very high communication service reliability.

5.1.8.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 7.1
	The user experienced data rate between the two trains shall be 1 Gbit/s.
	T
	

	Mass Transit 7.2
	The end-to-end latency for MTTC services in both trains shall be below 100 ms.
	T
	

	Mass Transit 7.3
	The communication service availability between applications situated in different trains shall be higher than 99,999%.
	T
	

	Mass Transit 7.4
	Communication services between shall be possible for angles of up to 0,52 rad between the two trains. 
	T
	


5.1.9
Wireless communication between virtually coupled trains

5.1.9.1
Description

One of the important missions that the future railway service should achieve is to increase its transport capacity and operational efficiency. A straight-forward solution is to minimise the distance between successive mass transit trains so that mass transit interval is reduced. It is difficult to do so in a legacy mass transit system, because the distance between two successive mass transit trains should be larger than the safety braking distance.

The distance between successive trains can be shortened if the following mass transit train immediately triggers braking as soon as the leading mass transit train starts braking. This is the fundamental principle of the virtual coupling. Figure 5.9.1 shows the basic concept of the virtual coupling. Multiple mass transit trains in proximity move together as if they are mechanically coupled. As two trains get closer, trains need to communicate each other more frequently through a very-low-latency off-network communication link for control, operational, and passenger services. The communication between the virtually coupled trains is provided through both on-network and off-network communication links simultaneously for complementary use of both links.
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Figure  5.1.9.1 The concept of virtual coupling. 

5.1.9.2
Pre-conditions

1. Control, operational, and passenger services are running in both leading and following mass transit trains. Both trains are configured to be coupled virtually.

2. Two mass transit trains are connected through an on-network (e.g., Uu interface). Each mass transit train is capable of off-network communications (e.g., PC5 interface).

5.1.9.3
Service flows

As the following train approaches the leading train, a very-low-latency off-network communication link is established between two trains. Two mass transit trains are still connected through the on-network communication link for complementary use of both links. 

5.1.9.4
Post-conditions

Control, operational, and passenger communication services between virtually coupled trains are established through both on-network and off-network communication links simultaneously.

5.1.9.5
Challenges to the 5G system

· Guarantee of very long communication range for off-network communication link  

· Very low end-to-end latency for off-network communication link

· Service continuity in the application layer between on-network and off-network

5.1.9.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 8.1
	The 3GPP system shall support off-network communication up to 3 km in the line of sight (LOS) channel environment.
	T
	

	Mass Transit 8.2
	The end-to-end latency through off-network communication shall be less than or equal to 10 ms.
	T
	

	Mass Transit 8.3
	The 3GPP system shall support off-network communication, where the UEs’ relative speed is less than 50 km/h.
	T
	

	Mass Transit 8.4
	The 3GPP system shall support simultaneous use of on-network and off-network communication when distance between the virtually coupled trains is less than or equal to 3 km in the LOS channel.
	T
	

	Mass Transit 8.5
	The 3GPP system shall support service continuity in the application layer between on-network based connection and off-network based connection when distance between the virtually coupled trains is less than or equal to 3km in the LOS channel.
	A/T
	


5.2
Building automation

5.2.1
Description of vertical

Building automation [9] refers to the management of equipment in buildings such as heaters, coolers, and ventilators. Automation of such systems brings several benefits, including the reduction of energy consumption, the improvement of comfort level for people using the building, and the handling of failure and emergency situations. Sensors installed in the building perform measurements of the environment and report these measurements to Local Controllers. Local Controllers (LC), in turn, report these results to a Building Management System. 

A Building Management System (BMS) may then execute different operations:

· Store the information into a database (e.g for histogram purpose);

· Send  an alarm to a (third-party) Building Management System;

· The Building Management System sends a command to an actuator (e.g., command to increase room temperature, turn on a light).   
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Figure 5.2.1-1: Building automation system - Local Controller in Mobile Edge System and Building Management System outside 3GPP domain.
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Figure 5.2.1.-2: Building automation system with Building Management System as part of Mobile Edge Computing system

Editor’s Note: In existing building automation systems there are typically two layers of network: the upper layer is called management network and the lower one is called field network. In management networks, an IP-based communication protocol is used. In field network, non-IP based communication protocols (a.k.a., field protocols) are mainly used. There are many field protocols used in today's deployment in which some medium access control and physical layers protocols are standards-based and others are proprietary based. The impact of such protocols in 3GPP requirements is FFS.

5.2.2
Environmental monitoring

5.2.2.1
Description

In this use case, several sensors are installed in a building and each sensor performs measurements following a pre-defined measurement interval. The measurement data might be used for drawing a histogram with as detailed as 1 s granularity and a 10 times sampling rate, i.e. 10 times per second. A Local Controller collects the measurement data from its sensors and may transmit it to the Building Management System at a certain interval. The latency in this use case is not a concern, but it is important that the transmission is reliable and all sensor values are collected within the measurement interval.  

5.2.2.2
Preconditions

There are several Local Controllers installed in the building, each connected with many sensors (up to 100 sensors). 

5.2.2.3
Service flows

At the measurement interval, which might be as low as 1 second, and with the needed sampling rate (e.g. 10/s), the Local Controller sends a request to all its sensors in the building to report their measurements. 

5.2.2.4
Post-conditions

Every sensor reports their measurements and measurements are received with 99,999 % reliability. The Local Controller collects these measurements and may transmit them to the building management System.

5.2.2.5
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Building Automation 1.1
	The 3GPP system shall support 99,999 % communication service availability for data transmission every second.  
	Transport
	


5.2.3
Fire detection

5.2.3.1
Description

In this use case, when fire is detected, the system triggers several actions, such as closing fire shutters and turning on fire sprinklers. 

5.2.3.2
Preconditions

There are 10 connected sensors and one Local Controller installed in the building. 

5.2.3.3
Service flows

1. Fire is detected by the building sensors. 

2. Building sensors send an alarm to the Local Controller.

3. Local controller sends information to Building Management System

4.  Building Management System sends commands to the actuators in the building. 

5.2.3.4
Post-conditions

Fire shutters are closed and fire sprinklers are turned on within 1 to 2 seconds from the time the fire is detected.

5.2.3.5
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Building Automation 2.1
	The 3GPP system shall support an end-to-end latency of 10 ms with a [99,9999 %] communication service availability for data transmission.
	Transport
	


Editor's Note:  It is FFS how 10 ms is calculated. Communication service availability needs to be confirmed.
5.2.4
Feedback control

5.2.4.1
Description

In this use case, a (device) state is controlled. For example, a room temperature is kept at a certain value. Low latency and jitter are required in this use case in order to provide high quality of feedback control.   

5.2.4.2
Preconditions

There are 10 sensors and one Local Controller installed in the building. The Local Controllers is configured with a target temperature for a connected sensor and thus the room in which the sensor is installed. 

5.2.4.3
Service flows

   1.  The Local Controller requests measurements from a target sensor to establish the state of the sensor.

   2.  The Local Controller calculates a control value based on the measured target sensor state.

   3.  The Local Controller sends the control value to a target actuator.

5.2.4.4
Post-conditions

The target actuator receives the command and adjusts the temperature based on the control value and the temperature reaches the target temperature. 

5.2.4.5
Potential requirements

	 Reference Number
	Requirement text
	Application / Transport
	Comments

	Building Automation 3.1
	The 3GPP system shall support and end-to-end latency of 10 ms with a communication service availability of [99,9999 %] for data transmission.
	Transport
	

	Building Automation 3.2
	The 3GPP system shall support a jitter of up to 1 ms.
	Transport
	


Editor's Note:  Communication service availability needs to be confirmed.
5.3
Factories of the Future 

5.3.1
Description of vertical

5.3.1.1
Overview

The manufacturing industry is currently subject to a fundamental change, which is often referred to as the "Fourth Industrial Revolution" or simply "Industry 4.0" [27]. The main goals of Industry 4.0 are―among others―the improvement of flexibility, versatility, resource efficiency, cost efficiency, worker support, and quality of industrial production and logistics. These improvements are important for addressing the needs of increasingly volatile and globalised markets. A major enabler for all this are cyber-physical production systems based on a ubiquitous and powerful connectivity and computing infrastructure, which interconnects people, machines, products, and all kinds of other devices in a flexible, secure and consistent manner. Instead of static sequential production systems, future smart factories will be characterised by flexible, modular production systems. This includes more mobile and versatile production assets, which require powerful and efficient wireless communication and localisation services.

Today, the vast majority of communication technologies used in industry is still wire-bound. This includes a variety of dedicated Industrial Ethernet technologies (e.g., Sercos®, PROFINET® and EtherCAT®) and fieldbuses (e.g., PROFIBUS®, CC-Link® and CAN®) [28][29][30]. These communication technologies are used, for example, for interconnecting sensors, actuators and controllers in an automation system. Nowadays, wireless communication is primarily used for special applications and scenarios, for example in the process industry, or for connecting standard IT hardware to a production network and similar rather non-critical applications. On the one hand, this is because there was no need for wireless connectivity in the past, due to relatively static and long-lasting production facilities. On the other hand, this is because most existing wireless technologies fall short of the demanding requirements of industrial applications, especially with respect to end-to-end latency, communication service availability, jitter, and determinism. With the advent of Industry 4.0 and 5G, however, this may change fundamentally, since only wireless connectivity can provide the degree of flexibility, mobility, versatility, and ergonomics that is required for the Factories of the Future. Thus, 5G may significantly contribute to revolutionising the way how goods are produced, shipped, and serviced throughout their whole lifecycle. 

In this respect, several different application areas can be distinguished, as shown in Figure 5.3.1.1-1.
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Figure 5.3.1.1-1: Overview of the different application areas of the vertical "Factories of the Future". 

These areas can be briefly characterised as follows:

(1) Factory automation: Factory automation deals with the automated control, monitoring and optimisation of processes and workflows within a factory. This includes aspects like closed-loop control applications (e.g., based on programmable logic or motion controllers), robotics, as well as aspects of computer-integrated manufacturing. Factory automation generally represents a key enabler for industrial mass production with high quality and cost-efficiency and corresponding applications are often characterised by highest requirements on the underlying connectivity infrastructure, especially in terms of latency, communication service availability and determinism. In the Factories of the Future, static sequential production systems will be more and more replaced by novel modular production systems offering a high flexibility and versatility. This involves a large number of increasingly mobile production assets, for which powerful wireless communication and localisation services are required. 

(2) Process automation: Process automation refers to the control of production and handling of substances like chemicals, food & beverage, etc. Process automation improves the efficiency of production processes, energy consumption and safety of the facilities. Sensors measuring process values, such as pressures or temperatures, are working in a closed loop via centralised and decentralised controllers with actuators, e.g., valves, pumps, heaters. Also monitoring of attributes such as the filling levels of tanks, quality of material or environmental data are important, as well as safety warnings or plant shut downs. Workers in the plant are supported by mobile devices. A process automation facility may range from a few 100 m² to km² or may be geographically distributed over a certain geographic region. Depending on the size, a production plant may have several 10 000 measurement points and actuators. Autarkic device power supply for years is needed in order to stay flexible and to keep the total costs of ownership low. 

(3) HMIs and Production IT: Human-machine interfaces (HMIs) include all sorts of devices for the interaction between people and production facilities, such as panels attached to a machine or production line, but also standard IT devices, such as laptops, tablet PCs, smartphones, etc. In addition to that, also augmented and virtual reality (AR/VR) applications are expected to play an increasingly important role in future, which may be enabled by special AR/VR glasses, but also by more standard devices, such as tablet PCs or the like.

Production IT, on the other hand, encompasses IT-based applications, such as manufacturing execution systems (MES) as well as enterprise resource planning (ERP) systems. The overall goal of an MES system, for example, is to monitor and document how raw materials and/or basic components are transformed into finished goods, whereas an ERP system generally provide an integrated and continuously updated view of important business processes. Both systems rely on the timely availability of large amounts of data from the production process.  

Since both HMIs and Production IT are more related to traditional IT systems than to factory-specific operational technology (OT) systems, they are bundled in one application area. 

(1) Logistics and warehousing: Logistics and warehousing refers to the organisation and control of the flow and storage of materials and goods in the context of industrial production. In this respect, intra-logistics is dealing with logistics within a certain property (e.g., within a factory), for example by ensuring the uninterrupted supply of raw materials on the shopfloor level using automated guided vehicles (AGVs), fork lifts, etc. This is to be seen in contrast to logistics between different sites, for example for the transport of goods from a supplier to a factory or from a factory to the end customer. Warehousing particularly refers to the storage of materials and goods, which is also getting more and more automated, for example based on conveyors, cranes and automated storage and retrieval systems. For all kinds of logistics applications, generally also the localisation, tracking and monitoring of assets is of high importance. 

(2) Monitoring and maintenance: Monitoring and maintenance refers to the monitoring of certain processes and/or assets without an immediate impact on the processes themselves (in contrast to a typical closed-loop control system in factory automation, for example). This particularly includes applications such as condition monitoring and predictive maintenance based on sensor data, but also big data analytics for optimising future parameter sets of a certain process, for instance. For these use cases, the data acquisition process is typically not latency-critical, but a large number of sensors may have to be efficiently interconnected, especially since many of these sensors may only be battery-driven. 

For each of these application areas, a multitude of potential use cases exists, some of which are outlined in the following Subclauses. These use cases can be mapped to the given application areas as shown in Table 5.4.1-1.

Table 5.3.1-1: Mapping of the considered use cases (columns) 
to application areas (rows).

	
	Motion control
	Control-to-control
	Mobile control panels with safety
	Mobile robots
	Massive wireless sensor networks
	Remote access and maintenance
	Augmented reality
	Closed-loop process control
	Process monitoring
	Plant asset management

	Factory automation
	X
	X
	
	X
	X
	
	
	
	
	

	Process automation
	
	
	
	X
	X
	
	
	X
	X
	X

	HMIs and Production IT
	
	
	X
	
	
	
	X
	
	
	

	Logistics and warehousing
	
	X
	
	X
	
	
	
	
	
	

	Monitoring and maintenance
	
	
	
	
	X
	X
	
	
	
	


5.3.1.2
Major challenges and particularities

Major general challenges and particularities of the Factories of the Future include the following aspects:

(1) Industrial-grade quality of service is required for many applications, with stringent requirements in terms of end-to-end latency, communication service availability, jitter, and determinism.

(2) There is not only a single class of use cases, but there are many different use cases with a wide variety of different requirements, thus resulting in the need for a high adaptability and scalability of the 5G system.

(3) Many applications have stringent requirements on safety, security (esp. availability, data integrity, and confidentiality), and privacy.

(4) The 5G system has to support a seamless integration into the existing (primarily wire-bound) connectivity infrastructure. For example, the 5G shall allow to flexibly combine the 5G system with other (wire-bound) technologies in the same machine or production line.

(5) Production facilities usually have a rather long lifetime, which may be 20 years or even longer. Therefore, long-term availability of 5G communication services and components are essential.

(6) 5G systems shall support private operation within a factory or plant, which are isolated from PLMNs. This is required by many factory/plant owners for security, liability, availability and business reasons. Nevertheless, standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between 5G PLMNs and private 5G systems.

(7) The radio propagation environment in a factory or plant can be quite different from the situation in other application areas of the 5G system. It is typically characterised by very rich multipath, caused by a large number of—often metallic—objects in the immediate surroundings of transmitter and receiver, as well as potentially high interference caused by electric machines, arc welding, and the like.

(8) The 5G system shall be able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems and to do efficient root-cause analyses in order to avoid any undesired interruption of the production processes, which may incur huge financial damage. Particularly if a third-party network operator is involved, accurate SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations.

5.3.2
Motion control
5.3.2.1
Description

Motion control is among the most challenging and demanding closed-loop control applications in in-dustry. A motion control system is responsible for controlling moving and/or rotating parts of machines in a well-defined manner, for example in printing machines, machine tools or packaging machines. Due to the movements/rotations of components, wireless communications based on powerful 5G systems constitutes a promising approach. On the one hand this is because with wirelessly connected devices, slip rings, cable carriers, etc.―which are typically used for these applications today―can be avoided, thus reducing abrasion, maintenance effort and costs. On the other hand, this is because machines and production lines may be built with less restrictions, allowing for novel (and potentially much more compact and modular) setups. 

A schematic representation of a motion control system is depicted in Figure 5.3.2.1-1. A motion controller periodically sends desired set points to one or several actuators (e.g., a linear actuator or a servo drive) which thereupon perform a corresponding action on one or several processes (in this case usually a movement or rotation of a certain component). At the same time, sensors determine the current state of the process(es) (in this case for example the current position and/or rotation of one or multiple components) and send the actual values back to the motion controller. This is done in a strictly cyclic and deterministic manner, such that during one communication cycle time Tcycle the motion controller sends updated set points to all actuators, and all sensors send their actual values back to the motion controller. Nowadays, typically Industrial Ethernet technologies are used for motion control systems. Examples for such technologies are Sercos®, PROFINET® IRT or EtherCAT®, which support cycle times below 50 µs. In general, lower cycle times allow for faster and more accurate movements/rotations. 
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Figure 5.3.2.1-1: Schematic representation of a motion control system. 

While it might be possible to move away from the strictly cyclic communication pattern for motion control systems in the long-term, it is hard to do so in the short-term since the whole ecosystem (tools, machines, communication technologies, servo drives, etc.) is based on the cyclic communication paradigm. In order to support a seamless migration path, the 5G system therefore should support such a highly deterministic cyclic data communication service. 

Furthermore, there are many scenarios where some devices (e.g., sensors or actuators) are added / activated or removed / deactivated while the overall control system keeps on running. In order to support such cases, hot-plugging support is required without any (observable) impact on the rest of the system.

Table 5.3.2.1-1 shows some typical values for the number of nodes, cycle times and payload sizes for some of the most important application areas of motion control systems. However, it should be noted that these values may vary widely in practice and that not all sensors and/or actuators in a motion control system may have to be connected using a 5G system. Instead, it is expected that there will be a seamless coexistence between Industrial Ethernet and the 5G system in the future.

Table 5.3.2.1-1: Typical characteristics of motion control systems for three major applications

	Application
	# of sensors / actuators
	Typical message size
	Cycle time Tcycle
	Service area

	Printing Machine
	> 100
	20 B
	< 2 ms
	100 m x 100 m x 30 m

	Machine Tool
	~ 20
	50 B
	< 0.5 ms
	15 m x 15 m x 3 m

	Packaging Machine
	~ 50
	40 B
	< 1 ms
	10 m x 5 m x 3 m


5.3.2.2
Preconditions

All sensors, actuators and the motion controller are switched on and connected to the 5G system.

5.3.2.3
Service flows

Within each communication cycle of duration Tcycle, the following steps are performed in a strictly cyclic manner: 

1. The motion controller sends set points to all actuators. 

2. The actuators take these set points and put them into an internal buffer.

3. All sensors transmit their current actual values from their internal buffer to the motion controller.

4. At a well-defined time instant within the current cycle, which is commonly referred to as the "global sampling point", the actuators retrieve the latest set points received from the motion controller from their internal buffer and act accordingly on the process(es) (see Figure 5.3.2.1-1). At exactly the same time, the sensors determine the current state of the process(es) and put them as new actual values in their internal buffer, ready to be transmitted to the motion controller. It is important that there is a very high synchronicity in the order of 1 µs between all involved devices (motion controller, sensors, actuators) with respect to this global sampling point. 

All messages exchanged have to be properly secured (especially in terms of data integrity and authenticity) and the probability of two consecutive packet errors shall be negligible. This is because a single packet error may be tolerable, but two consecutive packet errors may damage a machine and may lead to a production downtime with possibly huge financial damage. 

Some of the sensors/actuators may be moving and/or rotating, with typical maximum speeds up to about 20 m/s.

5.3.2.4
Post-conditions

The components controlled by the motion control system move/rotate as requested by the motion controller.

5.3.2.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Very high requirements on latency, communication service availability, and determinism.

· Very high requirements on clock synchronicity between different nodes.

· Transmission of rather small chunks of data, resulting in potentially significant relative overhead due to signalling, security, etc.

· Potentially high density of UEs (sensors/actuators)

5.3.2.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 2.1
	The 5G system shall support cyclic traffic with cycle times in the order of 1 ms for a communication group of about 50 UEs and payload sizes of about 40 B. 
	T
	

	Factories of the Future 2.2
	The 5G system shall support cyclic traffic with cycle times in the order of 0.5 ms for a communication group of about 20 UEs and payload sizes of about 50 B. 
	T
	

	Factories of the Future 2.3
	The 5G system shall support cyclic traffic with cycle times in the order of 2 ms for a communication group of about 100 UEs and payload sizes of about 20 B. 
	T
	

	Factories of the Future 2.4
	The 5G system shall support a very high synchronicity between a communication group of 50 – 100 UEs in the order of 1 µs or below.
	T
	

	Factories of the Future 2.5
	The 5G system shall support data integrity protection and message authentication, even for communication services with ultra-low latency and ultra-high reliability requirements 
	T
	

	Factories of the Future 2.6
	The 5G system shall support communication service availability exceeding at least 99.9999%, ideally even 99.999999%.
	T
	

	Factories of the Future 2.7
	The 5G system shall support hot-plugging in the sense that new devices may be dynamically added to and removed from a motion control application, without any observable impact on the other nodes.
	T
	

	Factories of the Future 2.8
	The 5G system shall support UE speeds up to 20 m/s, even for communication services with ultra-low latency and ultra-high reliability.
	T
	

	Factories of the Future 2.9
	The cyclic data communication service of the 5G system shall be able to support satisfy the safety requirements according to [25] for safety integrity level 3 (SIL-3).
	T
	


5.3.3
Motion control – transmission of non-real-time data

5.3.3.1
Description

In this use case, some additional non-real-time (NRT) data are transmitted from the motion controller to one or several nodes (cf. Figure 5.3.2.1.-1). 
This is done in parallel to the regular cyclic data transmission service as described in the previous clause. Examples for this NRT data are software/firmware updates or maintenance information. 

5.3.3.2
Preconditions

All sensors, actuators and the motion controller are switched on and connected to the 5G system. The strictly cyclic data communication service between the motion controller and the sensors/actuators has been successfully set up (see previous use case) and is running.

5.3.3.3
Service flows

The cyclic data communication service as described in the previous clause is running without any interruptions. In addition to that, the following service flow occurs, assuming a downstream NRT data transmission from the motion controller to one (or several) sensor(s) and/or actuator(s): 

1. The motion controller initiates a NRT data transmission service to one or several sensor(s)/actuator(s). 

2. The motion controller transmits the NRT data to the respective sensor(s)/actuator(s) with a data rate of at least 1 Mbit/s.

3. The recipient(s) confirm(s) the successful reception of the NRT data.

4. The NRT data transmission service is disengaged.

An alternative flow with an upstream NRT data transmission service may look as follows:

1. A sensor/actuator requests a NRT data transmission service to the motion controller

2. The motion controller approves the request to establish a NRT data transmission service from the requesting sensor/actuator to the motion controller.

3. The respective sensor/actuator initiates a NRT data transmission service to the motion controller.

4. The respective sensor/actuator transmits the NRT data to the motion controller with a data rate of at least 1 Mbit/s.

5. The motion controller confirms the successful reception of the NRT data.

6. The NRT data transmission service is disengaged.

5.3.3.4
Post-conditions

The NRT data has been successfully transmitted.

The strictly cyclic data communication service between the motion controller and the sensors/ actuators has not been affected. 

5.3.3.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Simultaneous transmission of non-critical NRT data and highly-critical motion control data with highest requirements in terms of latency and communication service availability over the same link and to the same device

· Dynamic and efficient establishment and disengagement of NRT data transmission services

5.3.3.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 3.1
	The strictly cyclic data communication service between a motion controller and several sensors/actuators and data service between the motion controller and a subset of the sensors/actuators or between one of the sensors/actuators and the motion controller can be simultaneously supported.
	T
	

	Factories of the Future 3.2
	The low-priority NRT data service support a data rate of at least 1 Mb/s (in addition to the cyclic data communication service). 
	T
	


5.3.4
Motion control – seamless integration with Industrial Ethernet

5.3.4.1
Description

In this use case, not all sensors and actuators in a motion control system are connected using a 5G system. Instead, a single motion control system could integrate components of a wire-bound Industrial Ethernet system and components of a 5G system. Therefore the 5G system must support the seamless integration and interplay with Industrial Ethernet. 
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Figure 5.3.4.1-1: Example for an Industrial Ethernet network including 5G links for motion control

5.3.4.2
Preconditions

Sensors, actuators and motion controller are switched on and some of them are connected using a 5G system and the others are connected using Industrial Ethernet. The interconnection between Industrial Ethernet and 5G is realised using gateway UEs connected to Ethernet switches or a device is connected directly to a PDN using an Ethernet adapter.   

5.3.4.3
Service flows

The conditions for cyclic and NRT communication flows apply to this use case, with the addition that communication flows are initiated on devices connected via (Industrial) Ethernet and directed to devices connected via 5G or vice versa.

As Industrial Ethernet typically operates on the Ethernet Data Link layer (Layer 2), the communication flow establishment can only be successful if the 5G network is able to forward frames from Ethernet sources towards 5G destinations and vice versa. In general this also includes the handling of broadcast packets. 

The Ethernet devices of a single motion control could be separated from others on the same physical Ethernet network using Virtual LAN (IEEE 802.1Q). Therefore the 5G system must be aware of the Virtual LAN associations when forwarding Ethernet frames. Furthermore, the Virtual LANs Priority Code Point assignment could be utilised to determine the 5G traffic priority.

The precise time synchronisation between multiple motions controllers connected to Industrial Ethernet and 5G may be realised using the Precise Time Protocol (IEEE 1588). This protocol enables the estimation of clock offsets between network end-points and in this case the motion controllers. The support of IEEE 1588 in a 5G system introduces the expedited processing and transmission of certain messages at any of the intermediate devices in the communication path.  

A single motion control might share the available network resources with other applications. Current and future Industrial Ethernet protocols offer the reservation of network resources to overcome communication bottlenecks. Since resource reservation considers the complete communication path, the flow of resource reservation is introduced to the 5G system. The 5G system could be aware of the standard Ethernet protocols as e.g. Time-Aware Scheduling defined in IEEE 802.1Qbv.

5.3.4.4
Post-conditions

The components controlled by the motion control system move/rotate as requested by the motion controller.

5.3.4.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Seamless integration with (Industrial) Ethernet systems.

· Support of certain mechanisms of the IEEE 802.1 protocol family, including IEEE 802.1Qbv (time-aware scheduling) and IEEE 802.1Q (VLANs).

· Support of time synchronisation based on IEEE 1588.

5.3.4.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 4.1
	The 5G system shall support the basic Ethernet Layer-2 bridge functions as bridge learning and broadcast handling.
	T
	

	Factories of the Future 4.2
	The 5G system shall support and be aware of VLANs (IEEE 802.1Q) 
	T
	

	Factories of the Future 4.3
	The 5G system shall support the expedited processing and transmission of IEEE1588 / Precise Time Protocol messages
	T
	

	Factories of the Future 4.4
	The 5G system shall support IEEE 802.1Qbv (time-aware scheduling)
	T
	


5.3.5
Control-to-control communication (motion subsystems)

5.3.5.1
Description

Control-to-control (C2C) communication, i.e., the communication between different industrial controllers (e.g., programmable logic controllers or motion controllers) is already used today for a number of different use cases, such as the following ones:

· Large machines (e.g., newspaper printing machines), where several controls are used to cluster machine functions, which need to communicate with each other. These controls typically need to be synchronised and exchange real-time data.

· Individual machines that are used for fulfilling a common task (e.g., machines in an assembly line) often need to communicate, for example for controlling and coordinating the handover of work pieces from one machine to another.

Typically, a C2C network has no fixed configuration of certain controls that need to be present. The control nodes present in the network often vary with the status of machines and the manufacturing plant as a whole. Therefore, hot-plugging support for different control nodes is important and often used.

Protocols that are used for C2C communications today include Industrial Ethernet standards, such as Sercos, PROFINET®, and EtherCAT®, as well as OPC UA®-based communication and other protocols, which are often based on Fast Ethernet.

With the introduction of "Connected Industries" or "Industrial IoT" scenarios, the amount of networking between controls is assumed to rise. Especially the number of controls participating and the amount of data being exchanged is assumed to rise significantly. In this respect, wireless communication using a 5G system may pave the way for highly modular and flexible production modules that efficiently and flexibly interact with each other.

In the following, the main focus is on control-to-control communication between different motion (control) subsystems, as outlined in Clause 5.3.2
. An exemplary application for that are large printing machines, where it is not possible or desired to control all actuators and sensors by one motion controller only. Such C2C systems typically have the most demanding requirements on the underlying connectivity infrastructure. For other C2C applications, the corresponding requirements (e.g., in terms of clock synchronicity) become often more relaxed.

5.3.5.2
Preconditions

At least a subset of the controls are switched on and connected to the 5G network. The remaining controls may be interconnected with the other controls using state-of-the-art wire-bound communication technologies, such as the ones mentioned above.

5.3.5.3
Service flows

Data transmission in control-to-control networks typically consists of cyclic and acyclic data transfers. Both types may have real-time requirements. However, the real-time requirements typically are lower than in the case of communication between controls and sensors or actuators (for example in case of motion control applications). Typical cycle times for C2C communication are in the order of 4 to 10 ms. However, the amounts of cyclic data typically are higher compared to the communication between controls and sensors / actuators and may be more than 1 kB per cycle. 

Many C2C networks make heavy use of hot-plug features, so that additional control nodes may be added to a running network as well as being removed without affecting the data transfer between other nodes.

5.3.5.4
Post-conditions

The different types of data transfers between the controls function as required. The different controls act in a coordinated and tightly coupled manner.

5.3.5.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· High requirements on end-to-end latency, communication service availability, and determinism.

· Very high requirements on synchronicity between different nodes.

· Transmission of possibly large amounts of data per cyclic data transmission.

· Potentially high density of UEs in the future

5.3.5.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 5.1
	The 5G system shall support strictly deterministic cyclic traffic with cycle times down to at least 4 ms for a communication group of 5 – 10 controls (in the future up to 100) and payload sizes up to 1 kB. 
	T
	

	Factories of the Future 5.2
	The 5G system shall support strictly deterministic acyclic traffic with response times of less than 10 ms, i.e., any acyclic (bi-directional) message transfer shall be successfully completed in less than 10 ms.
	T
	

	Factories of the Future 5.3
	The 5G system shall support a very high synchronicity between a communication group of 5-10 controls (in the future up to 100) in the order of 1 µs or below.
	T
	

	Factories of the Future 5.4
	The 5G system shall be able to support non-real-time traffic, both cyclic and acyclic.
	T
	

	Factories of the Future 5.5
	The 5G system shall support data integrity protection and message authentication, even for communication services with low end-to-end latency and ultra-high availability requirements 
	T
	

	Factories of the Future 5.6
	The 5G system shall support communication service availability exceeding at least 99,9999%, ideally even 99,999999%.
	T
	

	Factories of the Future 5.7
	The cyclic data communication service of the 5G system shall be able support to satisfy the safety requirements according to [25] for safety integrity level 3 (SIL-3).
	T
	


5.3.6
Mobile control panels with safety functions

5.3.6.1
Description

Control panels are crucial devices for the interaction between people and production machinery as well as for the interaction with moving devices. These panels are mainly used for configuring, monitoring, debugging, controlling and maintaining machines, robots, cranes or complete production lines. In addition to that, (safety) control panels are typically equipped with an emergency stop button and an enabling device, which an operator can use in case of a safety event in order to avoid damage to humans or machinery. When the emergency stop button is pushed, the controlled equipment immediately has to come to a safe stationary position. Likewise, if a machine, robot, etc. is operated in the so-called special ‘enabling device mode’, the operator has to manually keep the enabling device switch in a special stationary position. If the operator pushes this switch too much or releases it, the controlled equipment immediately has to come to a safe stationary position as well. This way, it can be ensured that the hand(s) of the operator are on the panel (and not under a moulding press, for example) and that the operator does―for instance―not suffer from any electric shock or the like. A common use case for this ‘enabling device mode’ is the installation, testing or maintenance of a machine, during which other safety mechanisms (such as a safety fence) have to be deactivated.

Due to the criticality of these safety functions, safety control panels currently have mostly a wire-bound connection to the equipment they control. In consequence, there tend to be many such panels for the many machines and production units that typically can be found in a factory. With an ultra-reliable low-latency wireless link, it would be possible to connect such mobile control panels with safety functions wirelessly. This would lead to a higher usability and would allow for the flexible and easy re-use of panels for controlling different machines. 

One way to realise the safety functions is to make use of a special safety protocol in conjunction with the "black channel" principle [31]. These safety protocols can ensure a certain safety level as specified in [32] with no or only minor requirements on the communication channel between the mobile control panel and the controlled equipment. To this end, a strictly cyclic data communication service is required between both ends. If the connectivity is interrupted, an emergency stop is triggered, even if no real safety event has occurred. That means the mobile control panel and the safety controller (e.g., a safety programmable logic controller (PLC)) it is attached to cyclically exchange messages and the machine stops if either the connection is lost or if the exchanged messages explicitly indicate that a safety event has been triggered (e.g., that the emergency stop button has been pushed). Thus, guaranteeing the required safety level is not difficult, but achieving at the same time a high availability of the controlled equipment/production machinery is. To that end, an ultra-reliable ultra-low-latency link is required.

The cycle times for the safety traffic always depend on the process/machinery/equipment whose safety has to be ensured. For a fast-moving robot, for example, the cycle times are lower than for a slowly moving linear actuator. 

5.3.6.2
Preconditions

The mobile control panel with safety functions is connected to a safety PLC of the machine/equipment it is supposed to control. The mobile control panel is in a predefined geographical position related to the controlled device (defined area, free field of view). A cyclic data communication service matching the cycle time requirements of the used safety protocol has successfully been set up. The emergency stop button is not pushed. The panel is not operated in enabling device mode, i.e., the operator does not have to keep the enabling device switch in a dedicated stationary position for proper operation of the controlled equipment.

5.3.6.3
Service flows

A typical service flow may look as follows:

1. The mobile control panel and safety PLC periodically exchange safety messages in intervals of Tcycle with a payload size of 40–250 bytes, indicating absence of any safety event. The value of the cycle time Tcycle depends on the controlled equipment and some examples can be found in the requirements given below.

2. In parallel, a non-cyclic bi-directional data communication service with a data rate of at least 5 Mbit/s in each direction is set up between the mobile control panel and the safety PLC for facilitating human interaction with the machine for configuring, monitoring, maintaining, etc. the machine. 

3. Various bursts of acyclic data traffic are exchanged between the mobile control panel and the safety PLC in parallel to the cyclic data communication service for the safety traffic.

4. The operator pushes the emergency stop button on the control panel, triggering the transmission of corresponding safety messages to the safety PLC.

5. The controlled machine stops within a pre-defined time.

An alternative service flow covering the case of a broken link (which should be avoided) may look as follows:

1. The mobile control panel and safety PLC periodically exchange safety messages in intervals of Tcycle with a payload size of 40–250 bytes, indicating absence of any safety event. The value of the cycle time Tcycle depends on the controlled equipment and some examples can be found in the requirements given below.

2. In parallel, a non-cyclic bi-directional data communication service with a data rate of at least 5 Mbit/s in each direction is set up between the mobile control panel and the safety PLC for facilitating human interaction with the machine for configuring, monitoring, maintaining, etc. the machine. 

3. Various bursts of acyclic messages are exchanged between the mobile control panel and the safety PLC in parallel to the enduring cyclic data communication service for the safety traffic.

4. The cyclic data communication service between the mobile control panel and the safety PLC is interrupted or disturbed (in the sense that the cycle times requirement cannot be met anymore, for example), triggering a timeout at the safety PLC.

5. The controlled machine stops within a pre-defined time.

All messages exchanged have to be properly secured (especially data integrity and authenticity) and the probability of two consecutive packet errors shall be negligible. This is because a single packet error may be tolerable, but two consecutive packet errors may lead to a false safety alarm and thus may lead to a lengthy production downtime.

5.3.6.4
Post-conditions

Machines can be controlled in a safe way while meeting the requirements. The controlled machine has stopped within a pre-defined time after the emergency button has been pushed or the communication link was disturbed. Nobody got hurt.  

5.3.6.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· High requirements on end-to-end latency and jitter along with very high requirements on communication service availability.

· Simultaneous transmission of non-critical (bi-directional) data and highly-critical safety traffic with high requirements in terms of latency and communication service availability to the same device.

· The need for seamless mobility support (see the first item above).

5.3.6.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 6.1
	The 5G system shall support a bidirectional, cyclic data communication service characterised by at least the following parameters (e.g., for assembly robots or milling machines):

· Cycle time of Tcycle = 4–8 ms 
· Jitter < 50% of cycle time
· Data packet size 40–250 B
· Typical work space: 10 m x 10 m 
· Parallel active safety services: max. 4 in a workspace
	T
	

	Factories of the Future 6.2
	The 5G system shall support a non-cyclic bi-directional data communication service in parallel to the cyclic data transmission service with at least the following parameters:

· User experienced data rate > 5 Mbit/s
· Average end-to-end latency < 30 ms
· Jitter < 50% of latency
	T
	

	Factories of the Future 6.3
	The 5G system shall support seamless handovers between two base stations without any observable impact on the (safety) application.
	T
	

	Factories of the Future 6.4
	The 5G system shall support a cyclic data communication service charaterised by at least the following parameters (e.g., for mobile cranes, mobile concrete pumps, fixed portal cranes, etc.):

· Cycle time of  Tcycle = 12 ms 
· Jitter < 50% of cycle time
· Data packet size 40–250 B
· Typical work space: 40 m x 60 m
· Max. workspace:  200 m x 300 m
· Parallel active safety services:  2 in a workspace
	T
	

	Factories of the Future 6.5
	The 5G system shall support an indoor localisation service with at least the following parameters:

· Accuracy better than 1 m
· Heading < 30 degrees
	T
	

	Factories of the Future 6.6
	The 5G system shall support a communication service availability exceeding at least 99,9999%, ideally even 99,999999%.
	T
	


5.3.7
Mobile robots

5.3.7.1
Description

Mobile robots and mobile platforms, such as automated guided vehicles (AGV), have numerous applications in industrial and intra-logistics environments and will play an increasingly important role in the Factory of the Future. A mobile robot essentially is a programmable machine able to execute multiple operations, following programmed paths to fulfil a large variety of tasks. This means, a mobile robot is able to perform activities like assistance in work steps and transport of goods, materials and other objects and can have a large mobility within the industrial environment. Mobile robot systems are characterised by a maximum flexibility in mobility relative to the environment, with a certain level of autonomy and perception ability, i.e., they can sense and react with their environment. AGVs are a sub-group of mobile robots. AGVs are automatically steered and are driverless vehicles used to move materials efficiently in a restricted facility. Mobile robots and AGVs are monitored and controlled from a guidance control system. Radio controlled guidance control is necessary to get an up-to-date process information to avoid collisions between mobile robots, to assign driving jobs to the mobile robots and manage the traffic of mobile robots. The mobile robots are track-guided by the infrastructure with markers or wires in the floor or guided by own surround sensors, like cameras or laser scanners, for instance. 

Mobile robot systems are sophisticated machines that represent a complete material handling solution and which are installed in numerous industries with a wide range of applications and environments. A detailed overview of the state of the art of AGV systems with modern areas of applications, AGV categories and AGV technologies is given in [41]. 

The key aspects of mobile robots and AGV systems include:

· processes for handling goods and materials, especially incoming and outgoing goods, in warehousing and commissioning, in transportation as well as transfer and provision of goods;

· followed by information flows, namely the communication of inventory and movement reports, the outstanding order situation, throughput times and availability forecasts, presenting data to support tracking, monitoring and if needed to make decisions on measures to be taken, as well as the selection and implementation of means of data transfer;

· the use of means of transportation (cranes, lifters, conveyors, industrial trucks, etc.), as well as monitoring and control elements (sensory and actuating equipment);

· and finally the use of techniques (for active/passive security, data management, goods and wares recognition/identification, image processing, goods transfer, namely provision, sorting commissioning, palletising, packaging).

Mobile robot systems can be divided in operation in indoor, outdoor and both indoor and outdoor areas. These environmental conditions have an impact on the requirements of the communication system, e.g. the handover process, to guarantee the required cycle times. Some examples are given in Table 5.3.7-1.

Table 5.3.7-1: Overview of different operational areas including 
corresponding examples for mobile robots / AGVs.

	Environment
	Indoor
	Outdoor
	Indoor and outdoor

	Area of operation
	Several meters up to several hundreds of meters, possibly divided in different factory buildings.
	Several meters up to several kilometres in container terminals or in open pit mines.
	Combination of both, factory buildings and open areas, as described at the indoor and outdoor areas of operation

	Examples
	· Light load - transport with work-in process movement of goods
· Unit load vehicles (e.g. car body) movement with work-in-process in a production and decoupled operating times as an advantage over conveyor belts 
· •
Pallet trucks
	a) Unit load vehicles for container transport in automated ports

b) Mining trucks

c) Combinations of vehicles for platooning and convoy

d) Heavy-load transport crosses the outside area
	a) Towing vehicles that operate between stock and production

b) Cow/animal feeding robots on farms

c) Automated fork lifters for use in truck loading 


5.3.7.2
Preconditions

All mobile robots and the guidance control system are switched on and connected to the 5G network. The communication between the guidance control system and mobile robots has been successfully set up and is running.

5.3.7.3
Service flows

In the following, we distinguish three different cases, depending on who is communicating with whom:
(a) Communication between mobile robot and guidance control system
A number of mobile robots (up to 100, with a potential enrolment of up to 1000) are commonly in use, always guided by a guidance control system. The mostly centralised guidance control system communicates bidirectional with each mobile robot. In this respect, the following data is typically exchanged:
· Communication direction from guidance control system to mobile robot:
· Process data for control and management of mobile robots
· Emergency stop
· Communication direction from mobile robot to guidance control system:
· Process data  (control and management data)
· Video or image data 

(b) Communication between mobile robots
The mobile robots can exchange real-time control data with each other and provide a collision-free operation of autonomous mobile robots and synchronised actions between multiple mobile robots. For this purpose, the mobile robots exchange real-time control data.

(c) Communication between mobile robots and peripheral facilities 
The mobile robots communicate with the peripheral facilities.  For example, mobile robots are able to open and close doors or gates. For this purpose, the mobile robots transmit the control data to the door or gate control. Furthermore, mobile robots can be working together with fixed installations like cranes or manufacturing machines. To this end, the mobile robots exchange real-time control data with cranes or manufacturing machines.

5.3.7.4
Post-conditions

Mobile robots and AGVs can be controlled in a safe way while satisfying the requirements. 

5.3.7.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Very high requirements on latency, communication service availability, and determinism.
· Very high requirements on clock synchronicity between different mobile robots.
· Simultaneous transmission of non-real time data, real-time streaming data (video) and highly-critical, real-time control data with highest requirements in terms of latency and communication service availability over the same link and to the same mobile robot.
· Potentially high density of mobile robots 
· Good 5G coverage in indoor (from basement to roof), outdoor (plant/factory wide) and indoor/ outdoor environment is needed due to mobility of the robots. 
· Seamless mobility support such that there is no impairment of the application in case of movements of a mobile robot within a factory or plant. 
5.3.7.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 7.1
	The 5G system shall support a cyclic data communication service, characterised by at least the following parameters:

· Cycle time of 

· 1 ms for  precise cooperative robotic motion control

· 1–10 ms for machine control 

· 10–50 ms for cooperative driving

· 10–100 ms for video operated remote control

· 100–500 ms for standard mobile robot operation and traffic management

· Jitter < 50% of cycle time

· Data packet size 40–250 B
· Communication service availability > 99,9999%

· Max. number of mobile robots: 100
	T
	

	Factories of the Future 7.2
	For certain applications, the 5G system shall support real-time streaming data transmission (video data) from each mobile robot to the guidance control system by at least the following parameter:

· Data transmission rate per mobile robot: > 10 Mb/s

· Number of mobile robots: 100 
	T
	

	Factories of the Future 7.3
	The 5G system shall support seamless mobility such that there is no impairment of the application in case of movements of a mobile robot within a factory or plant. 
	T
	

	Factories of the Future 7.4
	The 5G system shall support user equipment velocities of up to 30 km/h.
	T
	

	Factories of the Future 7.5
	The 5G system shall support uniform and unequivocal parameters for interfaces to allow dependability monitoring (see Subclause 4.3.4). 
	T
	


5.3.8
Massive wireless sensor networks

5.3.8.1
Description

Sensor networks aim at monitoring the state or behaviour of a particular environment. In the context of the Factory of the Future, wireless sensor networks (WSN) are targeting the monitoring of a process and the corresponding parameters in an industrial environment. This environment is typically monitored using various types of sensors such as microphones, CO2 sensors, pressure sensors, humidity sensors, and thermometers. In particular, these sensors usually form a distributed monitoring system. The monitored data, from such a system, is used to detect anomalies in the data, i.e., by leveraging machine learning (ML) algorithms. These algorithms usually require a training phase before a trained ML algorithm can later work on a subset of the available measured data. However, the training as well as the analysis of the data may be realised in a centralised or distributed manner. 

The placement of the monitoring function can be dynamic and thus, may vary over time to enable dynamic up- and down-scaling of computing resources. In particular, the placement may also be constrained by the available WSN hardware. Given rather simple sensing devices, the functionality needs to be placed into a centralised computing infrastructure such as a mobile data or data centre cloud. Opposed to that, functionality may be placed inside the sensor network, i.e., the sensing devices, with additional external computational resources. The computation is referred to as fog computing, multi-access edge computing (MEC), and cloud computing, see Figure 5.3.8.1-1, when sensor devices and gateways, gateways and edge cloud, and edge cloud and data centre resources are involved, respectively. A more local approach, e.g., fog computing or multi-access edge computing, is preferred over a more centralised approach in order to keep sensitive data in a fabrication site and keep the automated process independent of an internet connection.
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Figure 5.3.8.1-1: High level component view of a scalable massive sensor network. It may comprise a set of heterogeneous measurement-units, wirelessly connected to gateways, which in turn are connected to a computing infrastructure such as a micro data center (µDC). Other setups that contain grouped sensor devices are possible and may assist in reducing load on central instances.

Sensor networks facilitate the complex task of monitoring an industrial environment to detect malfunctioning and broken elements in the surrounding environment. An appropriate detection approach along with a classification of the anomaly can help choosing a countermeasure or proper action to take in case of predictive maintenance. Such actions can aid in improving the safety by automatically triggering a machine’s emergency stop in case of the detection of a critical problem. At the same time, production efficiency can be increased as machines can continue running in case the detected problem is not safety relevant and only disrupts service of some elements. 

Measuring the environment and propagating events may be realised in different scenarios. In the simplest scenario, which is the least scalable, the sensors propagate each newly measured value without any pre-processing, i.e., in a solely proactive scenario. A more advanced approach is to solely react to the environmental changes to reduce traffic, e.g., by only propagating events under certain circumstances whenever a value exceeds a certain threshold [33]. In such a case, each sensor keeps measuring data but only propagates it whenever it detects a relevant change in the environment. Depending on the hardware, the sensing device may also be able to pause any active handling (i.e., polling data from sensor) as long as the given threshold is not exceeded, e.g., by receiving an interrupt when the sensor itself measures a sudden significant change of the environment. Usually, active handling in such a case is triggered by a call back from the sensor or a (remote) control unit. This optimisation enhances the sensing devices durability by reducing its power consumption. The power consumption reduction is an important task in WSNs since sensors are often just equipped with a battery. Thus, the power consumption reduction has gained a significant momentum in the WSN research. Moreover, a lot of effort is put on specifying new messaging protocols to reduce overhead of messaging protocols while still maintaining a high reliability and low latency [34]. Additionally, the reduction of message generation, e.g., by analysing measurements in local groups has thoroughly been investigated.

The traffic patterns generated by the sensor network vary with the type of measurement and the aforementioned setup. Traffic patterns may arise in the form of self-similar and/or periodic patterns, i.e., the latter is usually the case in proactive setups. Moreover, low-bandwidth and high-bandwidth streams might be transmitted. Depending on the computational resources of the gateway(s), some pre-processing of the sensor data may reduce the network load, and with that, the uplink requirements.
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Figure 5.3.8.1-2: Sensor devices in star topology are connected to a local gateway (i.e., small cell), which provides connectivity to a base station.

Figure 5.3.8-2 depicts a massive sensor network deployment. A number of sensor devices are connected to a local gateway (small cell) which connects to a base station at the edge to the cloud network. Hence, the local gateway aggregates and forwards monitoring data. Also, while aggregating, the local gateway may pre-process the incoming data to reduce traffic load to the cloud and computational resource requirements on the cloud. A local gateway needs to dynamically handle the attachment requests and detachment events of sensor devices without disruption of the monitoring service. 
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Figure 5.3.8.1-3: Sensor devices in a mesh topology realising multi-hop connectivity to gateway (via edge devices).

Another topology for a massive sensor network is shown in Figure 5.3.8.1-3. Here, a set of sensor nodes is directly interconnected as a mesh, where one sensor nodes provides an uplink to the serving gateway (small cell). This reduces the number of locally deployed cells. In such a topology the sensor nodes may communicate just locally to reduce the load on more central instances such as gateways and cloud resources. 

In both topologies, star and mesh, a sensor node needs to perform a proper bootstrapping to connect to the network. It needs to be able to attach itself to the network automatically by attaching itself to a local cell or neighbouring mesh devices. Additionally, time synchronisation of sensor nodes, base stations, and gateways can enhance and ease monitoring. Time synchronisation in a massive sensor network may be realised in local groups, using the gateways or base stations. However, the bootstrapping of sensor nodes and the time synchronisation is out of the scope of this document.

Table 5.8.3.1-1: Typical monitoring service requirements

	Scenario
	End-to-end latency (note 1)
	Priority
	Data Update Time
	Communication service availability
	Connections per gateway
	Network scalability
	Node density
	Communication range per node

	Condition monitoring for safety
	5 – 10 ms
	Highest (=1)
	Up to 100 packets/second
	> 99,9999% -  99,999999%
	10 – 100
	> 100 – 1000 nodes
	0,05 – 1 /m²
	< 30 m

	Interval-based condition monitoring
	50 ms – 1 s
	Medium (=3)
	Up to 10 packets/second
	> 99,9% (note 2)
	10 – 100
	> 1000 – 10000 nodes
	0,05 – 1 /m²
	< 30 m

	Event-based condition monitoring
	50 ms – 1 s
	High (=2)
	Event-triggered
	> 99,9% (note 2)
	10 – 1000
	> 1000 – 10000 nodes
	0,05 – 1 /m²
	< 30 m

	NOTE 1:  This is the end-to-end latency the service requires. The end-to-end latency is not completely allocated to the 5G system in case other networks are in the communication path.

NOTE 2: Missing/corrupt messages from single device may be tolerated as input from multiple devices is considered on detection of anomaly


Table 5.3.8.1-2: Example of data generation per sensor

	Measurement
	Sampling Rate in Hz
	Sample Size
	Data generation in kbit/s

	Temperature, humidity, pressure (note 1)
	182
	32 b
	~ 6

	Acceleration (note 1)
	2.000
	96 – 192 b
	192 – 384

	Audio (WAV) (note 2)
	50 – 192.000
	8 – 24 b
	2.4 – ~ 4.600

	Audio (MP3) [37] (note 3)
	50 – 192.000 (WAV)
	8 – 24 b (WAV)
	8–320

	NOTE 1: Values found in [35]; may vary with different hardware

NOTE 2: WAV is only a container; the pulse code modulation (PCM) [36] encoding is considered in this example.

NOTE 3: Variable bit rate option of MP3 is not considered. With a variable bit rate the data rate may be lower. Additionally, other encodings are possible as well.


Table 5.3.8.1-1 provides an overview of typical service requirements in condition monitoring. Condition monitoring for safety, i.e., monitoring which may result in an emergency stop, requires reduced delay and increased reliability to properly react in time. Thus, such a service might be operated as dedicated network.

Table 5.3.8.1-2 exemplifies salient properties of commercial off-the-shelf sensor nodes and the expected amount of data from a sensor device. The amount and type of traffic engendered by this generated data strongly depends on further processing of this data, e.g., compression of raw audio or local analysis, as well as on the implemented messaging protocol. The protocol overhead increases the amount of data due to additional headers, redundancy, and/or acknowledgement and retransmission mechanisms [34].

As provided in Table 5.3.8.1-2, an example for low traffic monitoring is thermal monitoring. Thermostats usually slowly adapt to temperature changes. Thus, a fairly low sampling rate is sufficient and a threshold based propagation mechanism can be used. Accordingly, the thermal monitoring may generate "bursty" traffic patterns with small data packets, since the measured data is typically a single integer or set of integers for a specific time frame. The audio sampling rate strongly depends on the application. For instance, a sampling rate of 50 Hz is only able to record a maximum frequency of up to 25 Hz, which is the lower bound of human hearing. For machine applications, sampling rates of 192 kHz with frequencies up to 96 kHz may be recorded, which can be easily beyond the human hearing range.

Audio monitoring is a typical application for a sensor network with high traffic demands. Audio sensors produce a continuous data stream per device of tens of kilobits per second, depending on the audio encoding and targeted frequency range. Some sensor nodes may not have the computational resources to pre-process the audio stream. This, however, would eliminate the possibility to realise a threshold based propagation mechanism. A typical monitoring system needs be scalable up to hundreds or thousands of sensor nodes with up to 100 wireless sensor nodes per gateway [38]. 

5.3.8.2
Preconditions

· Wireless devices are attached to local gateways

· Local gateways are connected to Cloud/MEC (via base station/wired)

5.3.8.3
Service flows

1. 1. Sensing devices continuously send current sensor status to centralised computing instance for learning of the environment

2. 2. After completion of learning, devices send

· - Less data to centralised instance. A reduced data set is either pre-processed data or raw data which sent less frequently.

· - Data to neighbouring sensor devices or local gateway for group/mesh processing of environmental state. Further processing may also be realised on MEC/Cloud.

3. 3. An anomaly in the measurements, e.g., a rapidly rising temperature or an unusual scraping sound, is detected on either of

· - Fog

· - MEC

· - Cloud

4. 4. Detected event is propagated to factory’s controlling instance

5. 5. Action is taken by controlling instance

5.3.8.4
Post-conditions

The proper action was executed that is optimum for safety and productivity (no operation/ machine stop/ warning) for given anomaly.

5.3.8.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Large number of UEs per radio cell

· High aggregate user experienced data rate 

· Local groups need to be formed; mesh topologies need to be realised

· Low-latency requirements combined with high reliability

· Automated attachment of UEs without services disruption for connected UEs

· Interfaces to allow programmability of gateways

· Packet prioritisation techniques to meet constraints for critical messages

5.3.8.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 8.1
	The 5G system shall support "bursty" and possibly internet-like self-similar traffic patterns from a massive set of devices


	T
	

	Factories of the Future 8.2
	The 5G system shall support high-bandwidth streams from a massive set of devices with a user experienced data rate of up to 100 Mbit/s
	T
	

	Factories of the Future 8.3
	The 5G system shall support user equipment (UE) mesh networks with multi-hop functionality
	A
	In order to build local sensor groups

	Factories of the Future 8.4
	The 5G system shall support the combination of the requirements "Factories of the Future 8.1" and "Factories of the Future 8.2"
	T
	

	Factories of the Future 8.5
	The 5G system shall support gateways with additional programmability to support multi-access edge computing (MEC) functionality
	A
	

	Factories of the Future 8.6
	The 5G system shall support automatic attachment (authentication and association) of previously unattached UE devices whilst providing service continuity for other UE devices in the network
	T
	

	Factories of the Future 8.7
	The 5G system shall optimise the energy consumption per bit sent on a UE device
	A/T
	

	Factories of the Future 8.8
	The 5G system shall support prioritisation of critical messages 
	T
	

	Factories of the Future 8.9
	The 5G system shall support a maximum end-to-end latency of 10 ms for critical messages (i.e., message from source to final destination, possibly multi-hop)
	T
	

	Factories of the Future 8.10
	The 5G system shall support a very high communication service availability (> 99,9999%) for critical messages
	T
	


5.3.9
Remote access and maintenance

5.3.9.1
Description

Remote Access and Maintenance is a key motivation for looking beyond conventionally wired device networks in automation. Typical industrial networks are isolated from the internet and often based on very specific protocols. In such industrial networks (peer-to-peer communication links between just two devices, fieldbus with multiple devices and controllers, LAN or WLANs), a remote access is often possible already today, but requires gateway functionality at any transition of the automation pyramid between bus systems, as shown in Figure 5.3.9.1-1. Mapping of data formats, addresses, coding, units, and status is required for a remote access to device data going down the automation pyramid, which comes along with a huge engineering effort. This data mapping implemented in the gateway(s) is quite static and is not suitable for a flexible access on event-based conditions rather than a permanent connection and data exchange, e.g. reading the device revision in case of a diagnostic event.
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Figure 5.3.9.1-1: Remote access to field devices in existing systems through controllers 
via gateways at each transition point of the automation pyramid.

Remote Access and Maintenance scenarios apply to

· Devices which already have a "cyclic" connection through a communication service for transmitting data regularly. This ad-hoc communication might be requested by the same end device and just runs in parallel from time to time.

· Devices which act almost autonomously, i.e., they have local computing power to run algorithms like measurement and data analytics, but they do not have a regular, cyclic connected communication service.

· Devices which have local personnel to interact with, such as a machine or even a car. A remote connection could be requested during a service case or if the local operator needs remote assistance.

· Devices which sleep most of the time and which should be woken up by establishing a connection via a dedicated wireless network.

A special sub-set of remote accesses is when the partner is a mobile device (geographically) near the device instead of a service far away from the device. The device might not differentiate if it is accessed remotely or "locally" via the 5G network. Use cases described here would be the same from the device’s point of view. A remote user would expect to parse a list with devices and have them organised in trees. A local operator has the intention to "talk with the device in front of her/him" instead of walking through a list of 10 000 devices installed at this plant. There should be means to automatically discover which 5G devices belonging to a certain group (e.g., all 5G devices installed in a process plant) are in the immediate vicinity of a local operator and to provide the user with a list of all those 5G devices. 
Another use case is the inventory of devices and periodic readouts of configuration data, event logs, revision data, and predictive maintenance information. This is often called "asset management", and tools for collecting and displaying data from many connected devices are called "asset monitors". Such a system may work autonomously (set of configured periodical checks) or it is interacting with a user ("show me status of this device"). A remote diagnostic system might be connected to many or all devices of a certain plant or location. A remote diagnostic system might be connected to many or all devices the operator is responsible for. A remote diagnostic system could also run as a device vendor’s service to maintain all devices independent of the device owner (plant, location).

There exist many protocols for reading and writing data to smart devices. Some of these protocols are standardised and many others proprietary. Assuming an IP-capability of a 5G system, it should be possible to either use

· Standardised IP-based protocols (such as OPC UA®, ModbusTCP®, HARTip®)

· Pack non-IP-based protocols into IP-frames in a proprietary way. This can be inside standardised protocols such as http (port 80) or proprietary IP-based protocols (device specific ports)

· Proprietary IP-based protocols (device specific ports)

Communicated data could be of any kind from single bytes, longer telegrams of a few kilobytes to continuous streams. Volume applications are expected with power and memory limited devices. The full range from power-optimised applications on the one end to high performance real-time data on the other end should be covered.


Remote access to a device may happen at any time (in case the user does authorise). So the remote access shall be non-reactive to other communication in the 5G network and operation and performance to other devices. Remote access should have impact only on the contacted device. Prioritised traffic mechanisms may solve the problem to not violate configured real time conditions when upgrading a firmware of a device in the same network.

The trigger to remotely access a device may come from the device itself, based on a certain event or condition. In this case, a device initiates a connection to another (known) device and submits data which alerts a service to read / write specific data from / to that device. 

A major concern associated with remote access and maintenance is the potential vulnerability of devices in terms of cyber security. Most classical wired communication protocols in industry do not consider any cyber security relevant scenarios. Physical access to devices and networks is almost restricted to skilled and authorised personnel. Furthermore, protocols are not widely used outside these specific industries and so the knowledge is kept to a limited community of specialists.

Users might want to block a device for any remote access, others might restrict access to only read data or just parts of data, such as operating hour meter, but no configuration data. Some restriction levels might be specific to the device and as such not standardised. Those restrictions should be fully transparent to the lower communication layers (5G in this case). A basic set of restriction levels are expected from 5G, what could be an adoption of existing mobile communication standards,

Electronic industrial devices do have a typical life cycle between 5 and 25 years. Customers expect old devices to remain accessible during this time with (at least) the same functionality that was provided when they were installed. Installations in process industry and factory automation are continuously extended and changed, so new devices are operated in parallel to old ones.

5.3.9.2
Preconditions

· Device is connected to the 5G network

· Service tool (asset management system or asset monitor) is connected to the 5G network via a gateway

5.3.9.3
Service flows

An example service flow may look as follows:

1. Device detects a condition that "call for maintenance" is required and sends a message to a predefined address, i.e., that of the asset management tool OR an asset management tool opens a connection to the device.

2. The tool checks device type and identity (starting with 5G information elements, going further down to device, customer, location specific information)

3. The tool reads / writes data from / to the device. This could be a few bytes, new firmware, or read real-time monitoring data. This is done for a limited time.

4. The tool closes the connection to the device

5.3.9.4
Post-conditions

The maintenance case has been successfully completed.

5.3.9.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· "Un-configured", sporadic network load, i.e., remote access injects traffic at a time not known during network setup.

· Sporadic network traffic with a particular device must not disturb configured and already running communication

· Low power operation of devices, i.e., long time periods without any communication but always ready to receive a request (or to open a session, link etc.)

· Compatibility for > 25 years. Compatible means here that a device can be used in a 5G network for 25 years or more with the same or more functionality as during its initial setup (installation).

5.3.9.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 9.1
	Spontaneous connection to a device in a 5G network initiated by a remote service shall be supported.
	T
	

	Factories of the Future 9.2
	Spontaneous connection to a service connected to a 5G network initiated by a 5G device shall be supported.
	T
	

	Factories of the Future 9.3
	Spontaneous connection and associated data traffic must not disturb other communication running through the 5G network
	T
	

	Factories of the Future 9.4
	The 5G system shall be able to classify data as RT (real-time) and non-RT.
	T
	RT data transmission (either regular / cyclic or sporadic/burst) might need prior configuration. 

	
	
	
	

	
	
	
	

	Factories of the Future 9.5
	The 5G system should support the automated discovery of 5G devices belonging to a certain group (for example all 5G devices installed in a process plant) in the immediate vicinity of a user (radius of about 20 m around the user) and provide the user with a list of all detected 5G devices. 
	A
	This is required in case a person (e.g., a service technician) without prior knowledge of the plant wants to connect to a certain device he/she is seeing (e.g., a valve). One could think of using a label as a simple alternative, but since the device to connect to may not be directly accessible due to pipes, etc. around it and since it may not be possible to read a label anymore after some time due to dirt, de-saturation, etc., the described automated discovery service would be a nice feature for the given use case.

	Factories of the Future 9.6
	A 5G system shall support IP addressable devices.
	T
	

	Factories of the Future 9.7
	A 5G system shall allow to use standardised and proprietary IP-based protocols
	A/T
	Not supported standardised protocols shall be explicitly listed.

	Factories of the Future 9.8
	5G networks shall provide backward compatibility for > 25 years at the user equipment level.
	T
	Installed devices shall be accessible through the 3GPP network for a long time, even when the network standard further evolves.


5.3.10
Augmented reality

5.3.10.1
Description

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shop floor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality (AR) may play a crucial role, for example for the following applications:

· Monitoring of processes and production flows

· Step-by-step instructions for specific tasks, for example in manual assembly workplaces

· Ad-hoc support from a remote expert, for example for maintenance or service tasks

In this respect, especially head-mounted AR devices are very attractive since they allow for a maximum degree of ergonomics, flexibility and mobility and leave the hands of workers free for other tasks. However, if such AR devices are worn for a longer period of time (e.g., one work shift), these devices have to be lightweight and highly energy-efficient and they should not become very warm. A very promising approach therefore is to offload complex (video) processing tasks to the network (e.g., an edge cloud) and to reduce the AR device essentially to a connected camera and display. This has the additional benefit that the AR application may have easy access to different context information (e.g., information about the environment, production machinery, the current link state, etc.) if executed in the network. A possible processing chain for such a setup is depicted in Figure 5.3.10.1-1.
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Figure 5.3.10.1-1: Possible processing chain for an augmented reality
 system with offloaded tracking and rendering

Here, the AR tracking algorithm determines the current viewpoint of the AR device and places the desired augmentations at the right positions in the current image. One of the main challenges with such a setup is that the displayed augmentations have to timely follow any movements of the camera in the AR device (which may be caused by any movements of the person wearing the AR device) since otherwise the AR user may get sick after some time and a reasonable usage would not be possible. Therefore, also a compression of the video stream from the AR device to the image processing server and back should be avoided if possible in order to reduce the overall processing latency and requirements. 

5.3.10.2
Preconditions

A user is wearing a head-mounted AR device, which is connected to an image processing server in a (local) edge cloud via a 5G system. Some augmentations have already been registered in the field of view of the user and shall be tracked and rendered by the image processing server.

5.3.10.3
Service flows

A possible service flow is as follows:

1. A camera integrated into the AR device permanently takes new images, with a frame rate ≥ 60 Hz and at least HD (1280 x 720) or Full HD (1920 x 1080) resolution.

2. The AR device continuously transmits all images via the 5G system to the image processing server, which may run in a (local) edge cloud, for example.

3. The image processing server determines the current field of view of the camera integrated into the AR device based on the received image(s). 

4. The image processing server determines the optimal placements of the previously registered augmentations in the current image based on the updated viewpoint and potentially places additional augmentations in the current image.

5. The image processing server renders the augmented image and sends it back to the AR device via the 5G system.

6. The AR device displays the augmented image.

5.3.10.4
Post-conditions

The augmentations in the view field of the user smoothly follow any movements of the AR device in an appropriate way, offering an excellent user experience and preventing the user to get sick after some time. 

5.3.10.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Very high data rate requirements along with low latency requirements.

· The need for seamless mobility support.

5.3.10.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 10.1
	The 5G system shall support the bi-directional transmission of uncompressed video streams with a frame rate ≥ 60 Hz, HD (1280 x 720) or Full HD (1920 x 1080) resolution and at least 24-bit color depth, resulting in user experienced data rates of about 1,33 and 3 Gb/s, respectively.
	T
	

	Factories of the Future 10.2
	The end-to-end latency between capturing a new image and displaying the augmented image based on the newly captured image shall be smaller than 50 ms, in order to avoid cyber-sickness. The one-way end-to-end latency of the 5G system shall therefore be (significantly) smaller than 10 ms.
	T
	

	Factories of the Future 10.3
	The communication service availability shall be higher than 99,9% with respect to successfully delivered video frames. That means 99,9% of all video frames shall be successfully delivered within the given latency constraints.
	T
	

	Factories of the Future 10.4
	The 5G system shall support seamless mobility in such a way that a handover from one base station to another one does not have any observable impact on the application.
	T
	

	Factories of the Future 10.5
	The 5G system shall support the simultaneous usage of at least 3 AR devices per base station. 
	T
	

	Factories of the Future 10.6
	The (bi-directional) video stream between the AR device and the image processing server shall be encrypted and authenticated by the 5G system.
	T
	


5.3.11
Process automation – closed-loop control

5.3.11.1
Description

In this use case, several sensors are installed in a plant and each sensor performs continuous measurements. The measurement data are transported to a controller, which takes decision to set actuators. The latency and determinism in this use case are crucial.  

5.3.11.2
Preconditions

There are several control loops running in parallel at the same time in the plant. All sensors, actuators, and controllers are connected to the 5G network.

5.3.11.3
Service flows

The sensors continuously send data to the controller and the controller sends control data to the actuators. Actuators may send back acknowledgements of their status.

5.3.11.4
Post-conditions

The production plant is running as expected.

5.3.11.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· High requirements on latency, communication service availability, and determinism (small jitter).

· Potentially high density of UEs in future

5.3.11.6
Potential requirements

	Reference 
Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 11.1
	The 5G system shall support strictly deterministic cyclic traffic with cycle times down to 10 ms and a maximum jitter of less than 10% of the cycle time. 
	T
	

	Factories of the Future 11.2
	The 5G system shall support communication service availability exceeding at least 99,9999%, ideally even 99,999999%.
	T
	


5.3.12
Process automation – process monitoring

5.3.12.1
Description

Several sensors are installed in the plant to give insight into process or environmental conditions or inventory of material. The data are transported to displays for observation and/or to databases for registration and trending.

5.3.12.2
Preconditions

Multiple sensors and observation points are distributed over the plant. All of them are connected to the 5G system.

5.3.12.3
Service flows

The sensors measure in defined time intervals and send the measurement data to storage. Intermediate data logging within the sensor and acyclic data transmission is sometimes used in order to reduce power consumption.

5.3.12.4
Post-conditions

Measurement data are available at the places where needed and can be processed.

5.3.12.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Potentially harsh propagation environments with many metallic parts (pipes, tanks, supports)

· Potentially high density of UEs

· Potentially large communication distance over multiple kilometres

· High energy-efficiency required in case of battery-driven sensors

5.3.12.6
Potential requirements

	Reference 
Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 12.1
	The 5G system shall support a communication service availability of about 99,99 % with a data transmission in intervals between 50 ms up to several seconds. 
	T
	

	Factories of the Future 12.2
	The 5G system shall support a very high user equipment density with up to 10 000 UEs per km².
	T
	


5.3.13
Process automation – plant asset management

5.3.13.1
Description

To keep a plant running, it is essential that the assets, such as pumps, valves, heaters, instruments, etc., are maintained. Timely recognition of any degradation and continuous self-diagnosis of components are used to support and plan maintenance. Remote software updates enhance and adapt the components to changing conditions and advances in technology. 

5.3.13.2
Preconditions

Smart assets including self-diagnosis and sensors providing relevant data for asset condition are distributed over the plant. All nodes are connected to the 5G system.

5.3.13.3
Service flows

Data from smart assets and sensors are transmitted to storage within a defined time interval. In the case of an actual failure, an event is transmitted immediately.

In the case of a software update of smart devices, block data are transferred to the devices. Multiple devices may be updated at the same time.

5.3.13.4
Post-conditions

Data and event information are available where needed for processing and displaying. Assets are maintained in an optimal manner.

5.3.13.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

· Potentially harsh propagation environments with many metallic parts (pipes, tanks, supports)

· Potentially high density of UEs

· Potentially large communication distance over multiple kilometres

· High energy-efficiency required in case of battery-driven sensors

5.3.13.6
Potential requirements

	Reference 
Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 13.1
	The 5G system shall support a communication service availability of about 99.99% with a data transmission in intervals in the order of several seconds. 
	T
	

	Factories of the Future 13.2
	The 5G system shall support a very high user equipment density with up to 10 000 UEs per km².
	T
	


5.3.14
Connectivity for the factory floor
5.3.14.1
Description




A factory floor has adopted 5G networks for wireless automation, where a variety of sensors, devices, machines, robots, actuators, and terminals are communicating to coordinate and share data. Some of these devices may be directly connected to a local private network and some may be connected via gateway(s).

An example of the deployment scenario is in Figure 5.3.14.1-1.
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Figure 5.3.14.1-1: Factory of the future using a dedicated local private network for industrial automation.
5.3.14.2
Pre-conditions

An industrial factory has been provisioned with a dedicated RAN based on local dedicated cells and a local dedicated core network.

Factory floor equipment like sensors, controllers, operator terminals, and actuators have been provisioned with 5G connectivity modules. These modules have subscription information to access the local network.

Operators, technicians, and engineers have 5G enabled devices. These devices have subscription information to access the local network. These devices may also have subscription information for other networks. 

5.3.14.3
Service flows

Factory equipment and human operators and technicians have sufficient connectivity and credentials to connect to the local network, authenticating with the local core network. Typical closed-loop control applications run over this network with extremely low latency and high reliability. Due to the dedicated nature of the network there is also high availability and consistency of latency and throughput.

In the case of a device which does not have subscription information for the network, the local core network will reject the attempt resulting in the local RAN refusing access to the device.

Technicians can access the network on site and ensure high availability due to pre-emptive maintenance for the local network. Network optimisation can also be performed with a higher level of aptitude due to tighter integration with the process control. In the case of catastrophic failure, technicians can repair the network on-site.

Devices can be on-boarded directly by the factory owner.

5.3.14.4
Post-conditions

Typical closed-loop control applications operate with consistent and appropriate performance.

5.3.14.5
Challenges to the 5G system
[TBC]

5.3.14.6
Potential requirements

[TBC]

5.3.15
Inbound logistics for manufacturing
5.3.15.1
Description

In this example, 

 supply-chain company moves products between multiple different independent manufacturing, distribution, and retail centres
Shipping container where the container traverses the network of various port operators, liner ships, trucking companies, and warehouses.. The heavy good vehicles (HGVs) operated by the supply-chain company are wirelessly connected to the PLMN to enable real time tracking and telematics.
In these cases, the use case often changes when the actor is in range of one or another network. What these use cases have in common is that the actor needs to be able to connect to the correct network at any given time to operate correctly. The pallets carrying the materials for delivery have also been connected with 5G UEs or IoT devices for tracking and inventory control purposes.
This use case describes the scenario where a HGV arrives at the receiving area of a factory and delivers a pallet of materials which is subsequently incorporated into the local factory inventory management system in an automated manner.
5.3.15.2
Pre-conditions

A factory has been provisioned with a dedicated local 5G network. A supply-chain company which delivers palletised goods supplies this factory (amongst others).

The distribution vehicle has subscription credentials for the public macro network.

The pallet(s) for delivery to the factory have subscription credentials for the public macro network and either (a) subscription credentials for the factory local private networks or (b) facility to obtain and use subscription credentials for the factory local private network.

The supply-chain company tracks the pallets and vehicles via MNO network when in transit.

5.3.15.3
Service Flows

PLMN as each item has a separate subscription. This connection is used to report the HGVs location and telematics, and the location of the pallets.

The HGV arrives at the industrial factory. The HGV remains connected to the macro network but the pallet is expected to connect to the local private network to track its arrival and integrate with the stock control systems of the factory. The pallet detects the presence of the local network of the destination factory, obtains the credentials to attach to the network (if not already provisioned), and connects to the local private network. For example, the home operator may remotely provision the credentials via a secure mechanism, or the local private network may provision the credentials via a secure mechanism.

No other pallets on the HGV (which are destined for different locations) attempt to attach to the local private network.

The pallet identifies itself to the factory’s stock control system and is now tracked by the factory processes.

5.3.15.4
Post-conditions

The HGV leaves the industrial premises whilst still connected to the macro MNO network and the pallet remains, connected to the private network of the factory.

5.3.15.5
Challenges to the 5G system
5.3.15.5.1
Method of connection

In this scenario, when the 5G or IoT Device attached to the pallet detects the presence of the local private network, there are some options on how the 5G UE or IoT Device connects to the local private network.

· Dual registration: where the 5G UE or IoT Device remains registered on and connected to the PLMN and with a second radio establishes a second registration and connection to the local private network and routes traffic between the connections depending on the destination.
· Mobility: where the local private network is a higher priority PLMN than the PLMN to which the 5G UE or IoT Device is currently registered. This may be via a User Controlled PLMN Selector list or Operator Controlled PLMN Selector list

· Manual PLMN selection: where the 5G UE or IoT Device performs a manual PLMN selection procedure (although this process may be initiate by an automatic procedure outside of 3GPP scope)
· Secondary network: where the local private network is presented in a manner like a WLAN network (as opposed to a PLMN) and the 5G UE or IoT Device remains registered on and connected to the PLMN and independently connects to the local private network and routes traffic between the connections depending on the destination.
5.3.15.6
Potential requirements

[TBC]

5.3.16
Wide-area connectivity for fleet maintenance
5.3.16.1
Description


A scenario where this form of deployment scenario would be applicable is in the automatic wide-area data collection and tuning of an automotive fleet. In the following example, a Heavy Goods Vehicle (HGV) manufacturer has an ongoing contract with a haulage company to constantly track the performance of a fleet of vehicles and automatically remap their Electronic Control Unit over-the-air to ensure efficient performance based on haulage load. In this scenario, wide area coverage is essential and the use case is highly latency tolerant.

An example of the deployment scenario is in Figure 5.3.16.1-1.
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5.3.16.2
Pre-conditions

A HGV fleet operator has a contract for the HGV manufacturer to provide ongoing ECU remapping to ensure optimal fuel efficiency.

The HGV fleet has been provisioned with connectivity modules connected to the ECU of their engines. These modules have a subscription to a nationwide MNO for data connectivity.

5.3.16.3
Service flows

The fleet of HGVs periodically upload telematics data via the MNO-connected connectivity modules. This upload is very delay tolerant (>30 min). The data is routed via public internet to the HGV manufacturer’s enterprise network for analytics and storage.

After analysis, a new ECU remapping is generated for an individual HGV and is transmitted down to the vehicle for installation at a convenient time (e.g. when the vehicle is parked). This installation may also be scheduled to happen live with an OTA connection (again, at a convenient time). 

The vehicle continues periodic telematic upload throughout.

5.3.16.4
Post-conditions

Data upload and download operates with use-case appropriate performance.

5.3.16.5
Challenges to the 5G system
None.

5.3.16.6
Potential requirements

None.

5.4
Smart Living - Health Care
5.4.1
Description of vertical


Smart living is one of the verticals that is focused on transforming healthcare through mobile health delivery, personalized medicine, and social media e-health applications. Medical data is very sensitive and private and requires a high degree of reliability in transporting the data. There is already a lot of work done in this area, but 5G mobile will play a significant part in advancing this area of study. Some of the information transferred is low data readings and if they are consistent then they can be transferred with low priority until there is exceptional data that will generate an alarm to be raised. The use case described here can be likened to any other use cases for monitoring data. The uniqueness here is the sensitivity and privacy that is required.

5.4.2
Telecare data traffic between home and remote monitoring 
centre
5.4.2.1
Description

eHealth provides the capability for remote monitoring and care, this eliminates the need for frequent visit to the doctors and it allows for efficient management of chronic diseases for both patient and the medics. This use case is about the automated monitoring of data and suggests that such sensitive information should be managed in a secure way and in some cases can allow for different level of authorisation of this information. In some cases regular monitoring of patient data can trigger an alarm to the patient depending on the information received or in other cases it can trigger authorisation to some other parts of the patient information received by other medical care bodies and finally the same information with different level of authorisation can trigger a warming from a consultant which requires a different but maybe higher level of authorisation. 

5.4.2.2
Preconditions

Rules used to categorise different authorisation levels and criticality of information are set in place using a policy server.

5.4.2.3
Service flows

Most telecare data will need to be transferred to support real-time critical alarm situations. Alarm situations normally initiate a voice call. In such alarm situations, link availability and reliability are major considerations.

In this use case it is assumed that the patient has a number of monitoring device (wearables) which could also be part of or connected to a 3GPP 5G device.  In this scenario there are different types of information that are collected and transferred via the 3GPP network to a medical centre (data measuring and policy decision centre) which could be on a 3GPP server belonging to a service provider or network operator. 

The medical centre will determine the alarm level based on a policy and based on this level will automatically request a call or text to be initiated to either the patient (level1 decision maker), a medical advisor (a nurse: Level2 decision maker) and or to a consultant (level 3 decision maker) informing them that the critical level has been reached and the necessary contingency plan should be taken depending on the severity of the alarm. 

The 3GPP system will automatically set up a dedicated line of communication in a secure manner, depending of the level of the alarm and this will allow for the right level of confidentiality for the information recipient warning them they need to either take their medication or prepare to come to the hospital for further investigation. 
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Editor's Note: Figure caption pending
5.4.2.4
Post-conditions

The system resets itself to the default state and measuring and monitoring of data resumes.

5.4.2.5
Challenges to the 5G system

Editor’s Note: You are encouraged to highlight challenging service requirements. For instance, is this use case challenging since it requires communication services featuring ultra-low end-to-end latency?
This section should also include 3GPP specific charging topics if applicable.

5.4.2.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Smart Living 1.1
	The 3GPP system shall support mechanisms to differentiate between levels of authorisation required for decision 
	Transport
	


5.5
Smart city

5.5.1
Description of vertical
Editor's Note: Text pending.
5.5.2
Remote CCTV analysis
5.5.2.1
Description

A video analytics company is contracted to analyse CCTV streams for enforcing restricted zones at various related retail locations across a country. The local cameras implement motion detection, and on detection motion in their field of view, they live stream to the video analytics company for analysis. The remote analysis is based on object & facial recognition and provides informational alerts to employees at the retail location guiding security responses.

The purpose of using a dedicated network slice in this scenario is to ensure that the video streams have sufficient guaranteed quality of service to remain at a high quality (i.e. no UE rate adaptation), consistent latency & throughput to prevent buffering, and – very importantly – that the video stream is routed in such a way as to avoid network video optimisation functions which would otherwise compress the feed, making analysis more difficult.
An example of the deployment scenario is in Figure 5.5.2.1-1.

 











Figure 5.5.2.1-1: Dedicated, sliced public wide-area network for industrial automation

5.5.2.2
Pre-conditions

A video analytics company is contracted to analyse CCTV streams for enforcing restricted zones at various related retail locations across a country.

5.5.2.3
Service flows

A retail location would like to use a CCTV camera to monitor an emergency fire escape and door. A camera is positioned and configured to monitor an emergency fire escape and door and the camera is provisioned with network credentials either prior to installation or remotely by (a) the MNO operating the public network, (b) the CCTV operator via a platform offered by the MNO operating the public network. The CCTV camera is also authorised to use the "CCTV" slice of the public network.

The CCTV camera detects motion and the CCTV camera is triggered by this activity to stream its feed to a video analytics server via the 5G MNO network covering the location.

The CCTV establishes a connection to the 5G MNO network to us the "CCTV" slice which offers sufficient GBR for 1080p@30f/s with low jitter & traffic routeing without a video optimisation server. The CCTV camera sets up a stream to the configured remote server at the video analytics company and the 5G MNO routes the traffic appropriately with the requisite QoS.

The video analytics server performs object recognition ("person") and then facial recognition ("active security employee") to determine that this is not a threat and alerts the on-site operators of the retail venue of the situation, including advice to cancel any ongoing alarms in that area.

5.5.2.4
Post-conditions

The remote server terminates the stream and the CCTV camera returns to motion detection.

5.5.2.5
Challenges to the 5G system
This use reuses several of the existing features of the 5G system such as dedicated network slices supporting scalability, minimum reserved capacity, and data isolation.
Special challenges to the 5G system associated with this use case are the protection of the integrity of the user data.
5.5.2.6
Potential requirements

The 5G system shall enable the network operator to protect the integrity of user data for services provided by a network slice.
Editor's Note: Requirement needs to be put in the "standard table" (see other use cases for comparison).
5.<n>
<name of vertical>
5.<n>.1
Description of vertical
Editor’s Note: Provide brief introduction to this vertical. 
5.<n>.<m≥2>
<name of use case>

5.<n>.<m>.1
Description

Editor’s Note: Provide the description of a vertical use case. Include context of use; scope and objectives of use case; as well as goals pursued in this use case. Optional: actors; stakeholders and their concerns.
Editor’s Note: Illustrations are welcome. However, the diagram copyright must adhere to 3GPP stipulations (see http://www.3gpp.org/contact/3gpp-faqs).

5.<n>.<m>.2
Preconditions

Editor’s Note: What is the expected state of the world at the onset of the use case?

5.<n>.<m>.3
Service flows

Editor’s Note: Describe the events and actions taking place in the main success story, i.e. the scenario in which all intermediate steps are successful. Optional: describe minimal guarantee; success guarantee; and trigger.
5.<n>.<m>.4
Post-conditions

Editor’s Note: the state of the world (including the 5G system) if the envisaged goal is reached.
5.<n>.<m>.5
Challenges to the 5G system

Editor’s Note: You are encouraged to highlight challenging service requirements. For instance, is this use case challenging since it requires communication services featuring ultra-low end-to-end latency?
This section should also include 3GPP specific charging topics if applicable.

5.<n>.<m>.6
Potential requirements

Editor’s Note: Ensure that potential requirements are stated from an end-to-end perspective, i.e. that of the automation application. For instance, address communication service availability instead of reliability (see TS 22.261, Annex C). 

	Reference Number
	Requirement text
	Application / Transport
	Comments

	
	
	
	


6
Security

Editor’s note: Address how to enable existing and emerging industrial security solutions. Established security solutions are described for information. List of potential service requirements.
6.1
Particularities of security for automation in vertical domains 

6.1.1
Introduction

Security concepts and solutions have mostly been developed for office IT systems and applications. Security for automation in vertical domains not only comes with different security priorities, it also comes with different management & operational characteristics and requirements. Before discussing the different security requirements in detail, the following three Subclauses present a bird-eyes view of the salient differences between office IT systems and automation systems.

6.1.2

Security priorities

Security has the main attributes confidentiality, integrity, and availability (availability as in access to the system in question). While typical office IT prioritises confidentiality over integrity, and integrity over availability, the complete opposite is true for automation in many vertical domains (see Figure 6.1.1-1).
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Figure 6.1.1-1: Difference in security priorities between Office IT and automation.

In other words, availability is the main concern of automation security, next comes integrity, and confidentiality has generally the lowest priority.

6.1.3
Management and operation characteristics

As shown in Table 6.1.3-1, the management and operation characteristics of automation and office systems are quite different.

Table 6.1.3-1: Automation and office-IT systems have different management & operation characteristics.

	
	Automation systems
	Office IT systems

	Target for security protection
	Automation resources incl. logistics
	IT infrastructure including personal, computers, etc.

	Required availability
	Very high
	Medium; delays acceptable

	Component lifetime
	Up to 20 years
	3-5 years

	Required real-time behaviour
	Can be critical
	Delays acceptable

	Physical security
	Varying
	High for data centres

	Application of security patches
	Slow; restricted by regulation
	Regular/scheduled

	Anti-virus programs
	Uncommon; hard to deploy; application white listing as an alternative
	Common and widely used

	Security testing and auditing
	Increasing
	Scheduled and mandated for critical infrastructure such as IT service centres


Automation systems put not only an emphasis on availability, but this availability has to be guaranteed over typically 5-7 times longer component lifetimes. Real-time behaviour of automation systems can be critical (especially for control applications). Another big difference is the security "culture". Security patches are applied rather slowly in automation, in particular due to regulatory limitations. Also, in many installations, patches can be installed only during scheduled maintenance windows of the automation system. Anti-virus programmes are rather uncommon in automation as the virus patterns would have to be updated regularly. Instead, application white listing may be used to ensure that only authorised, unmodified applications can be executed. While security testing and auditing is the norm for critical IT infrastructure such as service centres, these assurance approaches are still evolving in automation in vertical domains. A reason is that the reliable operation of the automation system must not be endangered by penetration tests. 

6.1.4

Security requirements – an overview

A high-level comparison of security requirements of automation and office IT systems is shown in Table 6.1.4-1.

Table 6.1.4-1: Automation and office-IT systems have different security requirements.

	
	Automation systems
	Office IT systems

	Security standards
	Under development; subject to regulation
	Existing

	Confidentiality (information)
	Low to medium for production floor; high for business-relevant know-how (know-how protection), high for operation in the public space (electricity distribution, etc.)
	High

	Integrity
	High
	Medium

	System availability and reliability (note 1)
	24 x 365 x ...
	Medium; delays acceptable

	Non-repudiation
	Medium to high (depending on vertical)
	Medium

	NOTE 1: For a definition of system availability and reliability see Subclause 4.3.3.


Security standards are well developed for office IT systems, but have been under development for automation systems in vertical domains. In particular, the industrial security standard IEC62443 is adopted increasingly in many vertical domains. 


While the importance on confidentiality is in general high in office environments, it is rather low to medium for physically access-restricted automation system such as production cells in a factory. However, confidentiality has to be protected for business-relevant know-how, e.g., for engineering data or for process parameters of a chemical production process. Integrity is paramount and, as already eluded to in Subclause 6.1.2, availability and reliability are of paramount importance. Non-repudiation may be high for automation systems, where the correct operation of the production has to be asserted, e.g., in pharmaceutical production, while it is typically medium for office environments.

6.2
Background: the industrial security standard IEC 62443

5G security is essential for low latency high reliability communication applied to automation, e.g. in industrial automation, Industrie 4.0, industrial IoT, building automation, and the digital electricity grid. The industrial security standard IEC 62443 [40] is applied in various vertical domains, including factory automation, process automation, building automation, transportation systems, and energy management. Compatibility of 5G security solutions with IEC62443 is important so that 5G offerings can be used flexibly in different industrial domains. 

The international industrial security standard IEC 62443 is a security framework defined by the International Electrotechnical Commission (IEC). It covers both organisational and technical aspects of security, without being prescriptive regarding the technical solution. In the set of corresponding documents, security requirements are defined, which target the solution operator and the integrator, but also the product vendor. 

As shown in Figure 6.2-1, the parts of the standard are grouped into four clusters covering 

· Common definitions and metrics;

· Requirements concerning setup of a security organisation (related to information security management systems), solution suppliers, and service provider processes;

· Technical requirements and methodology for security at a system-wide level;  

· Requirements concerning the security development lifecycle of system components, and security requirements for such components at a technical level. 
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Figure 6.2-1: IEC 62443 Overview and Status. Proc.: process; Func.: function; IACS: industrial automation and control system.

According to the methodology described in IEC 62443-3-2 [41], a complex automation system is structured into zones that are connected by and communicate through so-called "conduits" that map for example to the logical network communication between two zones. Moreover, IEC 62443-3-3 defines security levels (SL) that correlate with the strength of a potential adversary as shown in Figure 6.2-2 below [42]. 
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Figure 6.2-2: Security levels according to IEC 62443-3-3 [42].

In order to reach a dedicated SL, the specified requirements have to be fulfilled. For each security level, IEC 62443-3-3 defines a set of security requirements for an automation system. Seven foundational requirements group specific requirements:

· FR 1: identification and authentication control;
· FR 2: use control;
· FR 3: system integrity;
· FR 4: data confidentiality; 

· FR 5: restricted data flow;
· FR 6 timely response to events; 

· FR 7: resource availability.
For each of the foundational requirements, there exist several concrete technical security requirements (SR) and further requirement enhancements (RE) that have to be fulfilled for a specific security level. In the context of communication security, the security levels are specifically interesting for the conduits connecting different zones. The following examples are taken from IEC 62443-3-3 [42] to illustrate some of the requirements.

· FR1 SR 1.6 – Wireless access management: The control system shall provide the capability to identify and authenticate all users (humans, software processes or devices) engaged in wireless communication.

· FR3, SR3.1 – Communication integrity: "The control system shall provide the capability to protect the integrity of transmitted information".

· FR3, SR3.8 – Session integrity: "The control system shall provide the capability to protect the integrity of sessions. The control system shall reject any usage of invalid session IDs." 

· FR4, SR 4.1, RE 1 – Protection of confidentiality at rest or in transit via untrusted networks: "The control system shall provide the capability to protect the confidentiality of information at rest and remote access sessions traversing an untrusted network."
· FR5, SR 5.2 – Zone boundary protection: "The control system shall provide the capability to monitor and control communications at zone boundaries to enforce the compartmentalization defined in the risk -based zones and conduits model."
As IEC 62443 gains more acceptance in different industry domains, different technical security solutions suitable for the application domain and coping with the security requirements are needed.
6.3
5G security for automation applications
6.3.1
Introduction
Depending on how a 5G network and 5G technologies are used  Depending on how a 5G network and 5G technologies are used by a vertical automation application, different requirements have to be met by the underlying 5G security solutions.  In Subclause 6.3.2, we address pertinent quality properties of the security solution, and in Subclause 6.3.3, we provide requirements that were inferred from IEC 62443 [42] and from an application-centric study [43].  

6.3.2
Quality properties of 5G security solutions
Authentication of communication peers and the 5G system: 
1. Editor's Note: FFS.
Flexible subscriber access management: Efficient management of 5G subscriptions/permissions is important for small, medium and huge numbers of 5G UEs. In this context small is on the order of 10 and huge on the order of 10 000 or larger. In this context, management stands for adding UEs to a 5G subscription so that they can use 5G communication services, but also for removing UEs from the subscription base. One of the challenges here is particularly medium-sized installations, where manual management is not practical, while fully automated solutions that require a complex infrastructure may be too cumbersome. 


Long-term security: Devices in many verticals operate over long usage periods (in industrial environments typically 10 to 20 years), which makes long-term security an important topic. Note that in many vertical environments updates may be installed only during planned service windows. Note that such updates may imply that a laborious safety recertification has to be repeated. 

It is important that an automation application system can be kept in service over a long usage period without requiring regular upgrades (e.g., replacing hardware components; redesigning the technical solution). 
It is important that an automation application system can be kept in service over a long usage period without requiring regular upgrades (e.g., replacing hardware components; redesigning the technical solution).


5G as communication infrastructure: When the security provided by the communication system is deemed to be insufficient for a vertical automation application, security of the industrial solution is realised on top (e.g., using IPsec or TLS). A non-automation example for this is online banking. 
In many deployments, the 5G network is expected to provide certain dependability guarantees independently of security. Communication dependability is discussed in detail in Subclause 4.3.3. 
Note: Since the 5G system is not in control of the automation application's security-related data flows, the aforementioned required communication service dependability and QoS can perhaps not be met due to high communication resource consumption. In this case, the automation application, including its security functions, would need to be optimised in order to lower the communication resource consumption and to thus increase the communication service dependability.

Reliance on 5G security alone: 5G systems may be used for connecting IoT devices. In such deployments, realising security on top of 5G could reduce the life time of battery-powered IoT devices, or deteriorate experienced dependability parameters (see above). Therefore, it may be decided to rely on 5G communication security alone. If that is the case, the vertical automation applications need to verify that the required 5G security mechanisms are actually active.  


6.3.3
Potential security requirements
The following security requirements are considered to be essential.
· Authentication of communication peers and of the 5G system—plus the integrity of transmitted messages—shall always be ensured. This shall also be the case when communication confidentiality is not available, for instance due to regulatory limitations (requirements SR1.6 and SR3.8 in [42]). 
· 
- 
·  An automation application that uses a 5G communication service shall be able to log and audit the 5G security mechanisms used by the communication service [43]. 
7
Merged potential service requirements

Editor’s note: This Clause proposes service requirements based on a comprehensive view of the vertical use cases in Clause 5, Clause 6, and TS 22.261.

8
Conclusions

Annex A:
Characteristic parameters
A.1
Transmission time
The transmission time is a fundamental characteristic parameter which can be used for the assessment of the availability and real-time capability of a wireless system. In this context, it is of interest to know how long the transmission of user data from the source (e.g. a sensor) to the target (e.g. a controller) takes. A consistent understanding of this period of time requires precise stipulation of the start and end of measurement. The transmission time is the period from transferring the first discrete component of the application message (e.g., bit or octet) to the interface between application and wireless communication of a source and the handover of the last discrete component of the same user data from the interface between the wireless communication and application of a target (see Figure A.1-1). The type of the interface between wireless communication and application are always to be stated together with the characteristic parameter values.
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Figure A.1-1: Definition of the transmission time.
As shown in Figure A.1-1, the values for transmission time fluctuate, for instance because retransmission is needed. They cannot fall below a certain minimum, but typically scatter around a value close to that minimum. The value which occurs most frequent, i.e. the modal value, is usually better suited than the mean value as a measure of tendency for the transmission time. What is a sensible spread parameter for the transmission time depends on the use case and implementation. An example spread parameter is percentile P95, i.e. the maximum value for 95% of all transmissions. 
A.2
Update time

The update time is especially suitable for assessment of the timeliness and the determinism of applications with a periodic communication requirement. It is the time interval between two subsequent receptions of user data at the interface between wireless communication and application at the target (see Figure A.2-1). The update time is defined as the period from transferring the last discrete component of the user message from a source at the reference interface of a target and handing over the last discrete component of the directly following user message transmitted by the same source.

In the ideal case, the update time is equal to the transmission interval (see Figure A.1-1). That means that the user message transmitted arrives at the reference interface of the target in the same interval in which it is handed over at the reference interface of the source
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Figure A.2-1: Definition of update time.

The standard deviation of the update time is useful as a dispersion parameter.
Annex B: Communication errors

B.1
Introduction
IEC 61784-3-3 describes fundamental communication errors which can be identified for applications with functional safety requirements [25]. The description of these communication errors refers to field buses. These errors may however also occur in other communication systems.

B.2
Corruption

Messages may be corrupted due to errors within a bus participant, due to errors on the transmission medium, or due to message interference.

NOTE 1: Message error during transfer is a normal event for any standard communication system, such events are detected at receivers with high probability by use of a hash function and the message is ignored.

NOTE 2: Most communication systems include protocols for recovery from message errors, so these messages will not be classed as 'Loss' until recovery or repetition procedures have failed or are not used.

NOTE 3: If the recovery or repetition procedures take longer than a specified deadline, a message is classed as 'unacceptable delay'.

NOTE 4: In the very low probability event that multiple errors result in a new message with correct message structure (for example addressing, length, hash function such as CRC, etc.), the message will be accepted and processed further. Evaluations based on a message sequence number or a time stamp can result in fault classifications such as Unintended repetition, Incorrect sequence, Unacceptable delay, Insertion [25]
B.3
Unintended repetition

Due to an error, fault or interference, old not updated messages are repeated at an incorrect point in time.

NOTE 1 Repetition by the sender is a normal procedure when an expected acknowledgment/response is not received from a target station, or when a receiver station detects a missing message and asks for it to be resent.

In some cases, the lack of response can be detected and the message repeated with minimal delay and no loss of sequence, in other cases the repetition occurs at a later time and arrives out of sequence with other messages.

NOTE 2 Some field buses use redundancy to send the same message multiple times or via multiple alternate routes to increase the probability of good reception [25].
B.4
Incorrect sequence

Due to an error, fault or interference, the predefined sequence (for example natural numbers, time references) associated with messages from a particular source is incorrect.

NOTE 1 Field bus systems can contain elements that store messages (for example FIFOs in switches, bridges, routers) or use protocols that can alter the sequence (for example by allowing messages with high priority to overtake those with lower priority).

NOTE 2 When multiple sequences are active, such as messages from different source entities or reports relating to different object types, these sequences are monitored separately and errors can be reported for each sequence [25].
B.5
Loss

Due to an error, fault or interference, a message or acknowledgment is not received [25].
B.6
Unacceptable delay

Messages may be delayed beyond their permitted arrival time window, for example due to errors in the transmission medium, congested transmission lines, interference, or due to bus participants sending messages in such a manner that services are delayed or denied (for example FIFOs in switches, bridges, routers).

NOTE: In underlying field buses using scheduled or cyclic scans, message errors can be recovered in the following several ways:
a) immediate repetition;

b) repetition using spare time at the end of the cycle;

c) treating the message as lost and waiting for the next cycle to receive the next value.

In case a) all the following messages in that cycle are slightly delayed, while in case b) only the resent message gets a delay.

Cases a) and b) are not normally classed as an anacceptable delay.

Case c) would be classed as an unacceptable delay unless the cycle repetition interval is short enough to ensure that delays between cycles are not significant and the next cyclic value can be accepted as a replacement for the missed previous value [25].
B.7
Masquerade

Due to a fault or interference, a message is inserted that relates to an apparently valid source entity, so a non-safety related message may be received by a safety related participant, which then treats it as safety related.

NOTE Communication systems used for safety-related applications can use additional checks to detect Masquerade, such as authorised source identities and pass-phrases or cryptography [25].
B.8
Insertion

Due to a fault or interference, a message is received that relates to an unexpected or unknown source entity.

NOTE These messages are additional to the expected message stream, and because they do not have expected sources, they cannot be classified as Correct, Unintended repetition, or Incorrect sequence [25].
B.9
Addressing

Due to a fault or interference, a safety related message is delivered to the incorrect safety related participant, which then treats reception as correct [25].
Annex C: Communication system errors
C.1
Hardware errors

Hardware errors encompass the failure or disturbance of the function of electrical, electronic and programmable components. They are caused by physical and chemical processes which take place in the environment or in the system. If the function of a component no longer meets the specification, it is—as a rule—assessed as unusable and therefore as failed.

Depending on the cause, the scope and the speed of occurrence, distinctions are made between:

· Random failure and deterministic failure;
· Total failure and partial failure;
· Sudden failure and degradation failure, and fatigue failure;
· Hardware errors may be caused, for example, by poor workmanship;
· Components of sub-standard quality,
· Ageing;
· Overloading (e.g. clock frequency, voltage or current);
· High or low temperatures;
· Frequent temperature changes;
· Impacts, acceleration or vibration;
· Electrical, magnetic or electromagnetic fields;
· Ionising radiation.
C.2
Software errors or program errors

Software errors or program errors encompass the malfunction of computer programs. Distinctions are made between the following kinds of software error:

· Syntax errors: infringements of the grammatical rules of the programming language used. A syntax error prevents compilation of the defective program. Syntax errors are not as a rule of interest in run time, unless a programming language which interprets the program sequentially is used.
· Run time errors: designates all kinds of errors which occur during running of the program; example: for instance exceeding the value range or incorrect data types for variables on input, when there is no verification or an incorrect version of the operating system is used.
· Logical errors: occur with an incorrect entry or incorrect algorithm. 

· Design errors: are errors in the basic concept which are caused by the assumption of incorrect requirements or defective software design.
· Errors as a consequence of physical operating conditions: electromagnetic fields, radiation, mechanical stresses, temperature fluctuations, etc. can lead to errors even in systems that are working within the specification. 
Considerations of software and hardware errors can be found, for example, in IEC 62439 [26], which also deals with concepts of redundancy in industrial Ethernet networks, or in IEC 62673 [24], in which a general methodology for dependability assessment and assurance in communication networks throughout their life cycles is described.
C.3
Physical link errors
In wireless transmission, the physical link presents a special challenge. The environment in which it is used has a great influence on the dependability parameters. A distinction is made between passive influences (where the signal transmitted is influenced on the way to the target) and active influences (where additional signals impair recognition of the useful signal at the target). The passive influences include the distance (distance-related attenuation of the signal), metallic obstacles (reflection, diffraction and refraction of the signal), dielectric obstacles (attenuation of the signal) and heavy rain or fog (absorption of the signal). Active influences result from the transmission of electromagnetic waves in the vicinity of the communication devices. The passive and active influences are referred to as disturbances. These disturbances have an effect on the physical link and can be the cause of transmission errors.
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