The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Report is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

3GPP TSG-SA WG1 Meeting #79
S1-173077
Guilin, China, 21 - 25 August 2017


Title:

FS_CAV – Modification proposal and a new use case for Rail-bound mass transit
Agenda Item:
8.5
Source:
    Teleste 
Contact:
Jani Väre (jani.vare@teleste.com)

Abstract: This paper proposes modifications and a new use case for Rail bound mass transit into FS_CAV.
Discussion

This contribution proposes the following modifications:

· Addition of text related to onboard CCTV system into 5.1.1.1
· Modifications to CCTV applications and services and related data rates in 5.1.1.1. Added also text related to CCTV services/applications. 
· Added new use case: 5.1.7 CCTV offload/Transfer of CCTV archives from Commuter Train to Ground. (In  principle this is the same use case that was already adopted into FRMCS) 
Proposal

------------------------- START OF PROPOSED CHANGES ----------------------------

------------------------- Start of Change 1 ----------------------------
5.1
Rail-bound mass transit

5.1.1
Description of vertical

In order to keep the attractiveness of public transport high, some of the key challenges mass transit operators are facing are

· Growing traffic, both in terms of passenger flow and the number of and frequency of mass transit vehicles;

· The need to ensure passenger safety and security;

· Improvement of travel comfort, including delivery of real-time multimedia information and access to the Internet (social networks, etc.), both in stations and on trains.

To reach this goal, investments are not only needed in rolling stock and infrastructure, but also in communication networks, communication technologies, and communication end devices. 

5.1.1.1
Communication services in rail-bound mass transit

There are two main drivers behind the growing importance of communication services in mass transit: (1) passenger information and internet access and (2) train automation. The latter can be divided into control and operations. Both types of train automation consist of distributed applications that rely on dependable communication. Typically, control applications are of higher priority than operational applications, and the latter are typically of higher priority than passenger services. One of the main challenges is to guarantee the premium priority of control-related communication over the other types of communication, especially since the data bandwidth consumed for control is typically dwarfed by the data traffic stemming from the other two application areas. Another challenge is to guarantee the super priority of operational data communication over passenger-related communication. Automation in public transport, especially in mass transit, has reached one of the highest levels of automation among infrastructure applications. Nowadays, driverless metro systems are not science fiction, rather they become increasingly pervasive. The number of driverless metro lines worldwide already exceeds 100, and this number is expected to grow. Note that driverless trains are not the only source of automation in mass transit, and thus not the only source of critical machine-type communication. For instance, mass transit train control assisted by rail-to-rail-side wireless communication (MTTC), which is at the core of driverless trains, is also used for trains exhibiting lower grades of automation. Examples for MTTC are communication-based train control (CBTC) [7] and Korea Radio-Based Train Control System (KRTCS) [5][6]. The levels of automation of trains are specified in IEC 62290-1 [4] and are summarised in Figure 5.1.1.1-1.
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Figure 5.1.1.1.-1: The different grades of automation (GoA) in rail systems.

Caused by increased safety awareness, onboard video surveillance/CCTV and emergency calls play an increasing role in the rolling-stock equipment. In GoA 4 systems (see Figure 5.1.1.1-1), both applications are mandatory in order to setup communication with passenger during emergencies, e.g. when trains have to stop inside tunnels. Onboard video surveillance/CCTV system generates also excessive amount of video recordings, which need to be archived and ultimately offloaded/ transferred from onboard into the ground storage. Additional operational applications are train diagnostics and voice communication for operational, service and maintenance purposes. Other common applications are passenger information (PIS), online advertisement, and online internet access to increase passenger satisfaction. Figure 5.1.1.1-2 provides an overview of the common data services in contemporary mass transit trains.
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Figure 5.1.1.1.-2: Common communication base services in rail-bound mass transit. Not all services listed are shown in the diagram. 

5.1.1.2
Characteristics of main mass-transit data services

In a first level of consideration, mass-transit data services differ in directionality and bandwidth. For instance, CBTC is a bidirectional data service, while CCTV traffic mainly flows from train to track-side destinations (uplink). In contrast, the PIS communication pattern is almost reverse (dominance of downlink traffic).

In the Table 5.1.1.2-1, a selection of mass-transit data services is characterized by different attributes such as data rate, directionality, and priority. The latter, which are not standardised, are provided for guidance.

Table 5.1.1.2-1: Characteristics of the data services in rail-bound mass transit. DL: downlink; UL: uplink

	Service
	Main Direction
	Data rate in Mb/s per application
	Priority
	End-to-end latency
	Communication service availability
	Security
	Data Integrity

	MTTC
	DL, UL
	< 1
	Highest (= 1)
	< 100 ms
	>  99,999 %
	Highest
	Mandatory

	Real-time CCTV
	UL
	>  4
	High (= 2)
	< 500 ms
	>  99,99 %
	High
	Recommended

	PIS
	DL
	< 10
	Low (= 4)
	<  1 s
	< 99,99 %
	Medium
	Not required

	Emergency Voice
	DL, UL
	< 10
	High (= 2)
	< 200 ms
	>  99,99 %
	High
	Not required

	Passenger Internet Access
	DL
	>  50
	Low (= 4)
	< 10 s
	< 99,9 %
	Medium
	Not required

	Train diagnostics
	UL
	<  10
	Medium (= 3)
	< 1 s
	< 99,99 %
	High
	Recommended

	CCTV offload/archiving
	UL
	≥ 1000
	High (= 2)
	< 100 ms
	>  99,99 %
	High
	Recommended


As Table .5.1.1.2-1 shows, MTTC is a very demanding data service, since every related attribute―except data rate―is at the highest requirement level. Other important services, from an operational point of view, are CCTV and emergency voice connections. Internet access, on the other hand, requires high data rates while it represents the least important operation-related service of all.

Table 5.1.1.2-2 translates the above qualitative services into typical data rates for a commuter train.

Table 5.1.1.2-2: Typical data-rate requirements per commuter train and service.

	Service
	# of networked devices
(typically)
	Data rate device
[Mb/s]
	Overall data rate
[Mb/s]

	MTTC
	2
	0,1
	0,2

	Real-Time CCTV
	20
	4
	80

	PIS
	6
	0,5
	3

	Emergency Voice
	8
	0,2
	1,6

	Passenger Internet Access
	500
	0,2
	100

	Train diagnostics
	50
	0,1
	5

	CCTV offload/Archiving
	1
	≥ 1000
	≥ 1000


MTTC just consumes some hundred kb/s in contrast to around 100 Mb/s for passenger internet access. Also, the number of networked devices per train varies considerably from one service to the other. MTTC is at the very low end of the list. The big number for passenger internet access stems from the fact that passenger end devices, e.g. smart phones, significantly outnumber automation data sources and data sinks and that many automation devices consume comparably low data rates. Due to constantly increasing minimum resolutions for CCTV cameras, currently reaching up to approximately 4 mbps per camera, the data rate requirements of live real-time CCTV reaches close to that of overall data rate of Passenger Internet Access. Furthermore, the CCTV offload, which means the transfer of CCTV archives from train to ground when the train stops at the stations or at the depot., requires relatively high overall data rate, similar to that of required in of long haul trains, i.e., min. 1 Gbps. The transfer CCTV offload is even more challenging in commuter trains than in long haul trains due to shorter stop times.  
5.1.2
Coexistence of MTTC service and CCTV

5.1.2.1
Description

This use case considers the behaviour of a high-priority MTTC service in presence of a CCTV high-priority data service. The former is characterised by rather low data rates and the latter by rather high data rates (see Table 5.1.1.2-1). In this use case CCTV is streamed in real time to the rail-side, for instance to a traffic control centre.

5.1.2.2
Preconditions

The high-priority service MTTC is switched on and communication between train and ground-based train control units ensues. The priority level of MTTC is 1 (highest level). Train-borne and ground MTTC instances are exchanging data. The exchange fulfils the required data rate and other relevant service parameters (see Table 5.1.1.2-1). All other data services are switched off.

5.1.2.3
Service flows

The CCTV service is switched on. The priority of this data service is 2 (one level lower than MTTC). All other data services are switched off.

The CCTV service is switched on. The desired data rate of the CCTV service is negotiated (typically at least 100 Mb/s). CCTV data connections between track and train are established (CCTV cameras are switched on and video streams relayed to a track-side video management system, a.k.a. the CCTV data sink). 

5.1.2.4
Post-conditions

· The MTTC QoS parameters stay in the desired range while the CCTV service is running;

· The CCTV QoS parameters stay in the desired range. 

5.1.2.5
Challenges to the 5G system

Editor’s Note: For Further Study
5.1.2.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 1.1
	The MTTC service shall not be affected by the CCTV service. Especially delay and availability of MTTC are not affected when running the CCTV service in parallel.
	A
	CCTV data rates may reach 500 Mb/s per train. 

[This requirement is not covered yet by existing 3GPP requirements]

	Mass Transit 1.2
	The CCTV service shall not be affected by the MTTC service with higher priority but low data rate. Especially, delay and packet loss of CCTV is not affected by MTTC service that runs in parallel.
	A
	[This requirement is not covered yet by existing 3GPP requirements]


5.1.3
Coexistence of MTTC service and a high data rate service with low priority

5.1.3.1
Description

This use case considers the behaviour of MTTC in presence of another data service with low priority but very high data rates. An example for this other service is passenger internet access.

5.1.3.2
Preconditions

MTTC is switched on and communication between train and ground is maintained. The priority of the MTTC service is set to the highest value. Train-borne and ground MTTC instances are exchanging data with required data rate and other specified service parameters. All other data services are switched off.

5.1.3.3
Service flows

Another data service with different service parameters is switched on. The priority of this data service is the lowest. An example service is passenger internet access service.

The additional service is switched on. The desired data rate of the additional service is set to, e.g., 100 Mb/s. A pursuant data connection between track and train is established. After successful initialisation of the additional service, the QoS of the MTTC is unaffected, even if the data rate of the additional service is increased up to 500 Mb/s.

5.1.3.4
Post-conditions

The MTTC QoS parameters are in the specified range, even when the other data service is running at the highest permissible data rate. 

5.1.3.5
Challenges to the 5G system
Editor’s Note: For Further Study
5.1.3.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 2.1
	The MTTC service shall not be affected by a low priority data service with different QoS (up to an overall data rate of 500 Mb/s per train for the low-priority data service). Especially delay, packet loss, and availability of MTTC are not affected by the other data service.
	A
	[This requirement is not covered yet by existing 3GPP requirements]


5.1.4
Coexistence of MTTC service and high data rate service with low priority

5.1.4.1
Description

This use case considers the behaviour of the start up of the MTTC service in case of other already running data services.

5.1.4.2
Preconditions

MTTC is switched off. Data services that consume significant bandwidth are running. Examples for such services are

· CCTV;

· PIS;

· Emergency Voice;

· Passenger Internet Access;

· Train diagnostics.

The communication service for each application is characterised by an individual set of QoS parameters. The resulting data rate per train is 500 Mb/s and lower.

5.1.4.3
Service flows

The MTTC service is switched on. 

Trackside and train-borne MTTC instances boot and communication between both commences. 

After the MTTC start-up procedure, the MTTC service is entering the data exchange mode. 

5.1.4.4
Post-conditions

The MTTC service is running properly, fulfilling specified QoS parameters.

5.1.4.5
Challenges to the 5G system

Editor’s Note: For Further Study
5.1.4.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 3.1
	The MTTC service start-up shall not be affected by already running services with different QoS parameters.
	A
	[This requirement is not covered yet by existing 3GPP requirements]

	Mass Transit 3.2
	MTTCAlready running communication service shall not be affected by booting the MTTC service.
	A
	[This requirement is not covered yet by existing 3GPP requirements]


5.1.5
Set-up of emergency call

5.1.5.1
Description

This use case considers setting up emergency calls while other data services are running. 

NOTE: This use case deals with emergency calls using the train and rail infrastructure and not public emergency services. An example for a train emergency system is microphone/speaker boxes that are integrated into the walls of the passenger area.

5.1.5.2
Preconditions

The high priority emergency voice service is in standby mode. The corresponding voice call devices are switched on.

Examples for such services are

· CCTV;

· PIS;

· Emergency Voice;

· Passenger Internet Access;

· Diagnostics.

The communication service, for each application, is characterised by an individual set of QoS parameters. The resulting data rate per train is 500 Mb/s and lower.

5.1.5.3
Service flows

An emergency voice call is initiated. Trackside and train-borne voice communication between them commences.

5.1.5.4
Post-conditions

A successful voice call between train and track side devices is established.

5.1.5.5
Challenges to the 5G system

Editor’s Note: For Further Study
5.1.5.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 4.1
	The set-up of an emergency voice call shall not be affected by already running services with different QoS parameters. 
	A
	The compound data rate of other services is ≤ 500 Mpbs per train. [This requirement is not covered yet by existing 3GPP requirements]


5.1.6
Emergency call during a sudden rise of CCTV data rate

5.1.6.1
Description

This use case considers setting up emergency calls while the data rate of other data services rises.

5.1.6.2
Preconditions

An emergency voice call is established. The MTTC service is running.
5.1.6.3
Service flows

Train-borne CCTV devices start streaming videos to the trackside video system at an overall data rate of up to 500 Mb/s.

5.1.6.4
Post-conditions

The voice call between train and track side devices is not interrupted.

5.1.6.5
Challenges to the 5G system

Editor’s Note: For Further Study
5.1.6.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Mass Transit 5.1
	An emergency voice call shall not be interrupted, even when a sudden rise of data rate of other lower-priority service such as CCTV occurs.
	A
	The maximum compound data rate of the lower-priority services is 500 Mb/s. [This requirement is not covered yet by existing 3GPP requirements]


5.1.7
Use Case: CCTV offload/Transfer of CCTV archives from Commuter Train to Ground 
5.1.7.1
Description
This use case describes the CCTV offload, i.e., the transfer of CCTV archives from the on-board system to the ground system. This use case assumes the following:

· The retention time for the recordings in the on-board system is seven days.

· The minimum retention time for the CCTV recordings in the ground system is 31 days.

· CCTV offload/transfer of CCTV archives is performed only when train approaches stations/stops in order to stop and at the depot.
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· Figure.5.1.7.1-1. Onboard CCTV storage sizes with different offload rates.
5.1.7.2
Pre-conditions
· CCTV offload/transfer of CCTV archives is performed only when the commuter train stops at the stations.

· Mobile communication infrastructure between commuter train and ground system enables CCTV offload/ transfer of CCTV archives from commuter train to the ground system while the train stops at the stations.

· The ground system supports sufficient archiving system for the transferred recordings.

5.1.7.3
Service flows
1. The commuter train approaches the station/stop.

2. Mobile communication system in commuter train establishes connection dedicated for the CCTV offload/ transfer of CCTV archives with the ground system at a priority level allowing critical communication to continue in parallel

3. The CCTV offload/ transfer of CCTV archives is started upon successful connection with the ground system.

4. The CCTV offload/transfer of CCTV archives is stopped when the connection is no longer available.

5.1.7.4
Post-conditions
· The on-board CCTV system may re-write over the seven days and older recordings that have been transferred.

· The on-board mobile communication system remains monitoring the next approach of station/stop.

5.1.7.5
Potential requirements and gap analysis
	Reference Number
	Requirement text
	Application / Transport
	SA1 spec covering
	Comments 



	Mass Transit 5.1
	The onboard System shall be able to support that CCTV archives can be transferred into the ground system in a time and resource efficient way with a minimum of 1 Gbps in dedicated places such as stations/stops or train depots.
	A/T
	A: Not covered T: Data rate covered by LTE and NR transport
	See: http://www.3gpp.org/technologies/keywords-acronyms/97-lte-advanced

	Mass Transit 5.2
	CCTV offload/Transferring CCTV archives shall not affect mission critical communication . 

NOTE: 
Transferring CCTV archives is not considered to be a mission critical service.
	A/T
	A: Not covered

T: Covered by basic 3GPP and suitable QoS
	


5.1.7.6
Challenges to the 5G system

Editor’s Note: For Further Study
5.2
Building automation

5.2.1
Description of vertical

Building automation [9] refers to the management of equipment in buildings such as heaters, coolers, and ventilators. Automation of such systems brings several benefits, including the reduction of energy consumption, the improvement of comfort level for people using the building, and the handling of failure and emergency situations. Sensors installed in the building perform measurements of the environment and report these measurements to Local Controllers. Local Controllers (LC), in turn, report these results to a Building Management System. 

A Building Management System (BMS) may then execute different operations:

· Store the information into a database (e.g for histogram purpose);

· Send  an alarm to a (third-party) Building Management System;

· The Building Management System sends a command to an actuator (e.g., command to increase room temperature, turn on a light).   
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Figure 5.2.1-1: Building automation system - Local Controller in Mobile Edge System and Building Management System outside 3GPP domain
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Figure 5.2.1.-2: Building automation system with Building Management System as part of Mobile Edge Computing system

Editor’s Note: In existing building automation systems there are typically two layers of network: the upper layer is called management network and the lower one is called field network. In management networks, an IP-based communication protocol is used. In field network, non-IP based communication protocols (a.k.a., field protocols) are mainly used. There are many field protocols used in today's deployment in which some medium access control and physical layers protocols are standards-based and others are proprietary based. The impact of such protocols in 3GPP requirements is FFS.

5.2.2
Environmental monitoring
5.2.2.1
Description
In this use case, several sensors are installed in a building and each sensor performs measurements following a pre-defined measurement interval. The measurement data might be used for drawing a histogram with as detailed as 1 s granularity and a 10 times sampling rate, i.e. 10 times per second. A Local Controller collects the measurement data from its sensors and may transmit it to the Building Management System at a certain interval. The latency in this use case is not a concern, but it is important that the transmission is reliable and all sensor values are collected within the measurement interval.  
5.2.2.2
Preconditions
There are several Local Controllers installed in the building, each connected with many sensors (up to 100 sensors). 
5.2.2.3
Service flows
At the measurement interval, which might be as low as 1 second, and with the needed sampling rate (e.g. 10/s), the Local Controller sends a request to all its sensors in the building to report their measurements. 
5.2.2.4
Post-conditions
Every sensor reports their measurements and measurements are received with 99,999 % reliability. The Local Controller collects these measurements and may transmit them to the building management System.

5.2.2.5
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	[req’t number]
	The 3GPP system shall support a 99,999 % reliability communication service availability for data transmission every second.  
	Transport
	


5.2.3
Fire detection
5.2.3.1
Description
In this use case, when fire is detected, the system triggers several actions, such as closing fire shutters and turning on fire sprinklers. 

5.2.3.2
Preconditions
There are 10 connected sensors and one Local Controller installed in the building. 
5.2.3.3
Service flows
1. Fire is detected by the building sensors. 

2. Building sensors send an alarm to the Local Controller.

3. Local controller sends information to Building Management System

4.  Building Management System sends commands to the actuators in the building. 
5.2.3.4
Post-conditions
Fire shutters are closed and fire sprinklers are turned on within 1 to 2 seconds from the time the fire is detected.

5.2.3.5
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	[req’t number]
	The 3GPP system shall support an end-to-end latency of 10 ms with a [99,9999 %] communication service availability for data transmission.
	Transport
	


Editor's note:  It is FFS how 10 ms is calculated
5.2.4
Feedback control
5.2.4.1
Description
In this use case, a (device) state is controlled. For example, a room temperature is kept at a certain value. Low latency and jitter are required in this use case in order to provide high quality of feedback control.   

5.2.4.2
Preconditions
There are 10 sensors and one Local Controller installed in the building. The Local Controllers is configured with a target temperature for a connected sensor and thus the room in which the sensor is installed. 
5.2.4.3
Service flows
   1.  The Local Controller requests measurements from a target sensor to establish the state of the sensor.

   2.  The Local Controller calculates a control value based on the measured target sensor state.

   3.  The Local Controller sends the control value to a target actuator.

5.2.4.4
Post-conditions
The target actuator receives the command and adjusts the temperature based on the control value and the temperature reaches the target temperature. 
5.2.4.5
Potential requirements

	 Reference Number
	Requirement text
	Application / Transport
	Comments

	[req’t number]
	The 3GPP system shall support and end-to-end latency of 10 ms with a communication service availability of [99,9999 %] for data transmission.
	Transport
	


	[req’t number]
	The 3GPP system shall support a jitter of up to 1 ms.
	Transport
	


5.<n>
<name of vertical>
5.<n>.1
Description of vertical
Editor’s Note: Provide brief introduction to this vertical. 
5.<n>.<m≥2>
<name of use case>

5.<n>.<m>.1
Description
Editor’s Note: Provide the description of a vertical use case. Include context of use; scope and objectives of use case; as well as goals pursued in this use case. Optional: actors; stakeholders and their concerns.
Editor’s Note: Illustrations are welcome. However, the diagram copyright must adhere to 3GPP stipulations (see http://www.3gpp.org/contact/3gpp-faqs).
5.<n>.<m>.2
Preconditions
Editor’s Note: What is the expected state of the world at the onset of the use case?
5.<n>.<m>.3
Service flows
Editor’s Note: Describe the events and actions taking place in the main success story, i.e. the scenario in which all intermediate steps are successful. Optional: describe minimal guarantee; success guarantee; and trigger.
5.<n>.<m>.4
Post-conditions
Editor’s Note: the state of the world (including the 5G system) if the envisaged goal is reached.
5.<n>.<m>.5
Challenges to the 5G system

Editor’s Note: You are encouraged to highlight challenging service requirements. For instance, is this use case challenging since it requires communication services featuring ultra-low end-to-end latency?
This section should also include 3GPP specific charging topics if applicable.

5.<n>.<m>.6
Potential requirements
Editor’s Note: Ensure that potential requirements are stated from an end-to-end perspective, i.e. that of the automation application. For instance, address communication service availability instead of reliability (see TS 22.261, Annex C). 
	Reference Number
	Requirement text
	Application / Transport
	Comments

	
	
	
	


6
Security

Editor’s note: Address how to enable existing and emerging industrial security solutions. Established security solutions are described for information. List of potential service requirements.
7
Merged potential service requirements

Editor’s note: This Clause proposes service requirements based on a comprehensive view of the vertical use cases in Clause 5, Clause 6, and TS 22.261.

8
Conclusions

Annex A: Change history

This is the last annex for TRs which details the change history using the following table.
This table can be used for recording progress during the WG drafting process till TSG approval of this TR.
For TRs under change control, use one line per approved Change Request

Date: use format YYYY-MM

TSG # : use format RAN#55

CR: four digits, leading zeros as necessary

Rev: blank, or number (max two digits)

Cat: use one of the letters A, B, C, D, F

Subject/Comment: for TRs under change control, include full text of the subject field of the Change Request cover

New vers: use format n[n].n[n].n[n]

	Change history

	Date
	Meeting
	TDoc
	CR
	Rev
	Cat
	Subject/Comment
	New version

	2017-05-09
	SA1#78
	S1-172349
	
	
	
	Skeleton for TR 22.804 (“Study on Communication for Automation in Vertical domains”)
	0.0.0

	2017-05-12
	SA1#78
	S1-172159
	
	
	
	Includes agreements at SA1#78, May 2017, Oporto, Portugal
	0.1.0


3GPP


Sensor
Local Controller
Building Management System
Sensor
Sensor
Sensor
Sensor
Sensor
Local Controller
Actuator
Actuator
Actuator
3GPP 5G Core



Sensor
Local Controller
Building Management System
Sensor
Sensor
Sensor
Sensor
Sensor
Local Controller
Actuator
Actuator
Actuator



