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Start of Change 1

5.X.10
Augmented Reality

5.X.10.1
Description

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shopfloor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality (AR) may play a crucial role, for example for the following applications:

· Monitoring of processes and production flows

· Step-by-step instructions for specific tasks, for example in manual assembly workplaces

· Ad-hoc support from a remote expert, for example for maintenance or service tasks
In this respect, especially head-mounted AR devices are very attractive since they allow for a maximum degree of ergonomics, flexibility and mobility and leave the hands of workers free for other tasks. However, if such AR devices are worn for a longer period of time (e.g., one work shift), these devices have to be lightweight and highly energy-efficient and they should not become very warm. A very promising approach therefore is to offload complex (video) processing tasks to the network (e.g., an edge cloud) and to reduce the AR device essentially to a connected camera and display. This has the additional benefit that the AR application may have easy access to different context information (e.g., information about the environment, production machinery, the current link state, etc.) if executed in the network. A possible processing chain for such a setup is depicted in Figure 5.X.10.1-1.
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Figure 5.X.10.1-1: Possible processing chain for an augmented reality
 system with offloaded tracking and rendering
Here, the AR tracking algorithm determines the current viewpoint of the AR device and places the desired augmentations at the right positions in the current image. One of the main challenges with such a setup is that the displayed augmentations have to timely follow any movements of the camera in the AR device (which may be caused by any movements of the person wearing the AR device) since otherwise the AR user may get sick after some time and a reasonable usage would not be possible. Therefore, also a compression of the video stream from the AR device to the image processing server and back should be avoided if possible in order to reduce the overall processing latency and requirements. 
5.X.10.2
Preconditions

A user is wearing a head-mounted AR device, which is connected to an image processing server in a (local) edge cloud via a 5G system. Some augmentations have already been registered in the field of view of the user and shall be tracked and rendered by the image processing server.

5.X.10.3
Service flows

A possible service flow is as follows:

1. A camera integrated into the AR device permanently takes new images, with a frame rate ≥ 60 Hz and at least HD (1280 x 720) or Full HD (1920 x 1080) resolution.

2. The AR device continuously transmits all images via the 5G system to the image processing server, which may run in a (local) edge cloud, for example.

3. The image processing server determines the current field of view of the camera integrated into the AR device based on the received image(s). 

4. The image processing server determines the optimal placements of the previously registered augmentations in the current image based on the updated viewpoint and potentially places additional augmentations in the current image.
5. The image processing server renders the augmented image and sends it back to the AR device via the 5G system.
6. The AR device displays the augmented image.
5.X.10.4
Post-conditions

The augmentations in the view field of the user smoothly follow any movements of the AR device in an appropriate way, offering an excellent user experience and preventing the user to get sick after some time. 
5.X.10.5
Challenges to the 5G system
Special challenges to the 5G system associated with this use case include the following aspects:

(1) Very high data rate requirements along with low latency requirements.

(2) The need for seamless mobility support.
5.X.10.6
Potential requirements

	Reference Number
	Requirement text
	Application / Transport
	Comments

	Factories of the Future 10.1
	The 5G system shall support the bi-directional transmission of uncompressed video streams with a frame rate ≥ 60 Hz, HD (1280 x 720) or Full HD (1920 x 1080) resolution and at least 24-bit color depth, resulting in user experienced data rates of about 1,33 and 3 Gbit/s, respectively.
	T
	

	Factories of the Future 10.2
	The end-to-end latency between capturing a new image and displaying the augmented image based on the newly captured image shall be smaller than 50 ms, in order to avoid cyber-sickness. The one-way end-to-end latency of the 5G system shall therefore be (significantly) smaller than 10 ms.
	T
	

	Factories of the Future 10.3
	The communication service availability shall be higher than 99,9% with respect to successfully delivered video frames. That means 99.9% of all video frames shall be successfully delivered within the given latency constraints.
	T
	

	Factories of the Future 10.4
	The 5G system shall support seamless mobility in such a way that a handover from one base station to another one does not have any observable impact on the application.
	T
	

	Factories of the Future 10.5
	The 5G system shall support the simultaneous usage of at least 3 AR devices per base station. 
	T
	

	Factories of the Future 10.6
	The (bi-directional) video stream between the AR device and the image processing server shall be encrypted and authenticated by the 5G system.
	T
	


End of Change 1

Start of Change 2

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AR
Augmented reality


HD
High definition
End of Change 2
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