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1 Introduction
The requirements for low-delay speech and video coding described in TR 22.862 are not completely clear.  This contribution discusses different interpretations, use cases, and limitations that should be considered when translating these requirements into normative specifications.
2 Discussion

3 Motion-to-sound Audio Latency
Virtual reality (VR) is one of the most demanding human-in-the-loop applications from a latency standpoint.  The latency between the physical movement of a user’s head and updated photons from a head mounted display reaching their eyes is one of the most critical factors in providing a high quality experience. Human sensory systems can detect very small relative delays in parts of the visual or, especially, audio fields, but when absolute delays are below approximately 20 milliseconds they are generally imperceptible.  Interactive 3D systems today typically have latencies that are several times that figure, but alternate configurations of the same hardware components can allow that target to be reached.

– John Carmack (game programmer, aerospace and virtual reality engineer, co-founder of id Software)
There is published research covering an extremely wide variety of use cases in VR which builds a consensus that motion-to-sound latency in VR is required to be kept below 20ms as perceived by the human operator. One specific study has generalised this in such a way that “perceptual stability across a variety of virtual environments will require latencies less than 16 ms”
[Generalizeability of Latency Detection in a Variety of Virtual Environments, Stephen R. Ellis et al.]

Some use cases are more prone to human recognition of lag, and even some specific operations within a specific use case (vibrato operation of a virtual musical instrument, for example). 

[Latency Tolerance for Gesture Controlled Continuous Sound Instrument without Tactile Feedback, Teemu Mäki-Patola et al.]

4 Much more research is published on the topic of motion-to-photon latency (i.e. the video aspects as compared to the motion-to-sound audio aspects). Synchronisation between the visual and auditory inputs to the human user is critical to increase the degree of immersion, and to avoid motion sickness and nausea. 
5 [3D Audio for Virtual Reality Exposure Therapy, A.R.D. Hoekstra]

6 As a result, the 3GPP system needs to be designed in such a way that an application can be supported with sufficient performance to exceed the minimum KPIs for user perception of latency, to increase immersion to the greatest degree possible, and to minimise the risk of adverse responses from the human user such as nausea.
Conversational Services
Regarding effects of delay for conversational services
If studying the effect of delay for speech-only services, the perception ratings do not improve significantly when reducing the mouth-to-ear delay below 150ms, see ITU-T Recommendation G.114.
[ITU-T Recommendation G.114 : One-way transmission time]

Currently the SA4 TS on Terminal acoustic characteristics for telephony (TS 26.131) which details the requirements for non-interactive conversational performance including for LTE says the following:

For MTSI-based speech-only with LTE access in error and jitter free conditions and AMR speech codec operation, the sum of the UE delays in sending and receiving directions (TS + TR) should be ≤ 150ms. If this performance objective cannot be met, the sum of the UE delays in sending and receiving directions (TS + TR) shall in any case be ≤ 190ms.
[clause 5.12.1 of 3GPP TS 26.131]

As a result, it is safe to assume that 5G shall be able to at least meet the 150ms requirement for non-interactive voice communication as this is shown to be the target delay for a Handset UE served by LTE.

If studying task completion performance in a speech-only tele meeting, there are indications that even delays below 150ms may affect the results (e.g. 100ms), see ITU-T Recommendation P.1312.
[ITU-T Recommendation P.1312 : Method for the measurement of the communication effectiveness of multiparty telemeetings using task performance]

Other effects of delay include difficulties in turn-taking which might change the structure of the conversation. In general, effects of delay on audio-visual telemeetings a topic under study, see ITU-T Recommendation P.1305.
[ITU-T Recommendation P.1305 : Effect of delays on the telemeeting quality]

This contribution acknowledges that for an interactive type of conversation it is verified that there are measurable improvement in solving common tasks with latency as low as 100ms. Therefore the proposal is to set the requirement to 100ms one way from mouth-to-ear. 

Regarding effects of delay for highly interactive audio

One highly interactive audio use case is music ensemble rehearsals/performances over networks. This is already happening to some extent today. These require a low audio latency to maintain rhythm, tempo and feel. The limit will depend on the type of music etc.

According to studies, one-way latency 25-30ms is the limit where it poses challenges for impulsive, rhythmic music. But it pays off going down to ~6ms one-way, corresponding to ~12ms two-way delay.
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7 Conclusions


We see the following suggestion as clarifying and improving the specificity the SMARTER requirements for low-latency audio:

	Current potential requirement

	Comments
	Proposal

	From CriC TR 22.862 clause 7.5
	
	

	[CPR 7.5-005] The 3GPP system shall support low-delay speech and audio coding (10 ms). [REF!]


	Propose to divide the requirement to state the circumstances for various KPIs:

1) Specify that the 10ms KPI applies only to motion-to-sound delay
2) Specify a separate KPI for interactive conversational speech services to align with the mouth-to-ear delays in ITU-T recommendations
Also propose to remove [REF!]
	The 3GPP system shall support low motion-to-sound delay (10ms). 


The 3GPP system shall support low-delay speech coding for interactive conversational services (100ms, one way mouth-to-ear)


We propose to add the text proposal below into TS 22.261.
8 Proposal

x.x.


Low latency and high reliability
The 3GPP system shall support low motion-to-sound delay (10ms)

The 3GPP system shall support low-delay speech coding for interactive conversational services (100ms, one way mouth-to-ear)
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