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Abstract: This paper proposes update TR 22.891 section 5.1 to provide new latency value to support smart grid control system and clarify that the latency requirement needs to be ensured for different access types to support wide area control systems.
Introduction 
Performances needs for smart grids:
A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in terms of measurement collection and dispatch of control commands to allow a rapid reconfiguration of the energy distribution network in response to unforeseen events. 
In the case of teleprotection, where messages must be sent between sensors and actuators to prevent the smart grid system from cascading failures and damage, timely information transfer is critical. If the network is not able to react to the altered system conditions fast enough the energy distribution network is in danger to collapse. 
The time constraints to be fulfilled are in the range of a few milliseconds. EC FP7 project METIS (“Scenario, Requirements and KPIs for 5G Mobile and Wireless System - Deliverable D.1.1”, May 2013) defines in test case 5 (teleprotection in smart grid networks) requirements for guaranteed latency.
Latency over different accesses for smart grids:
Due to their geographical distribution, the connectivity to the smart grid sensors and actuators may require heterogeneous access such as wireless (LTE, WiFi) and wired (xDSL).
This use case will have to consider fulfilling the low latency requirement for such various access types.
Proposal

From the above description, we propose the changes section 5.1, meant to include references and requirements to support latency values for geographically distributed smart grid use case.
***** BEGIN CHANGE *****
5.1
Ultra-reliable communications

5.1.1
Description

In order to enable certain services related to ultra-highly reliable communications, a minimum level of reliability and latency is required to guarantee the user experience and/or enable the service initially. This is especially important in areas like eHealth or for critical infrastructure communications.

Example of mission critical services include:

- Industrial control systems (RTT from sensor to actuator, very low latency for some applications)

- Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)

- Real time control of vehicles, road traffic, accident prevention (location, vector, context, low RTT)
- Wide area monitoring and control systems for smart grids
Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, and availability/reliability compared to UMTS/LTE/WiFi. 
Due to their geographical distribution, the connectivity to the UEs on smart grid sensors and actuators may require the system to consider heterogeneous wireless (LTE, WiFi) and wired (xDSL) access.

5.1.2
Pre-conditions

The different substations of a power system are connected to operator A’s network to provide automated measurements and automated fault detection to prevent large scale outage. 
5.1.3
Service Flows

1. 
Substations connect to the operator A network 

2.
Operator A determines this is a mission critical device and configures the network based on the mission critical service requirements

3.
Substations report periodic measurements with a given reliability and latency

4.
In case of a fault – substation reports fault with a second reliability and latency

5.
Power system reacts and may shutdown or divert power from this substation or other substations in the vicinity
5.1.4
Post-conditions

The power system can optimize performance due to periodic measurements. A potential disaster is averted due to the substation reporting in time.

5.1.5
Potential Service Requirements
5.1.6
Potential Operational Requirements

The system shall support efficient multiplexing of mission critical traffic and nominal traffic 

The system shall support fast failover to redundant links in case of a primary link interruption.

The system shall support improved reliability and latency as defined in table x.

Table x: Example mission critical use cases

	Sample use case
	Description
	Critical Requirements

	Substation protection and control
	· Automates fault detection and isolation to prevent large scale power outage

· For example, Merging Units (MUs) perform periodic measurements of power system components, and send sampled measurement data to a Protection Relay. When the Protection Relay detects a fault, it sends signals to trip circuit breakers.
	· Latency: as low as 1 ms end-to-end 

· Packet loss rate: as low as 1e-04

· Transmission frequency: 80 samples/cycle for protection applications. 256 samples/ cycle for quality analysis & recording

· Data rate: ~12.5Mbps per MU at 256 samples/cycle

· Range: provide coverage to the substation

	Smart grid system with distributed sensors and management 

	· A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in reconfiguring the smart grid network in response to unforeseen events. 


	Performance requirements are derived from EC FP7 project METIS Deliverable D.1.1:
· Throughput: from 200 to 1521 bytes reliably delivered in 8 ms, 

· One trip time latency between any two communicating points should be less than 8 ms for event-triggered message that may occur anytime . 
· Device density: dense urban hundreds of UEs per square km; urban: around 15 UEs per square km; populated rural: max 1 UE per squared km.


The system should be capable of enforcing the same low latency requirements for UEs using heterogeneous access technologies.

***** END of CHANGE *****
