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Abstract:  Internet of Things (IoT) is an important set of use cases being defined for the 5G next generation wireless system.  This set is characterized by devices including sensors, actuators, and cameras with a wide range of characteristics and use cases that cover a broad range of deployment scenarios.  Deployment scenarios could be remote and sparse or locally dense, could be stationary or fully mobile, and could be broadband or have low data rates.  All of this in conjunction with the other legacy and emerging next generation use cases creates a large diversity of service needs and requirements on the network.  The 5G next generation network should be flexible and elastic and adapt its resources and capabilities to the specific needs of the services and applications being executed.  To that end, a clear set of service requirements for each use case should be specified and abstracted into network requirements.  

This discussion paper conveys some underlying principles of the potential service and network operation requirements associated with efficient configuration, deployment, and use of sensors in the 5G next generation network.  Specifically, it highlights the requirements for “bulk” provisioning, “connectionless” access, “unsolicited” data transfer, and elimination of need for “mobility management” signaling.











potential service and operation requirements for Next Generation Sensors

Behaviors and Characteristics

For MTC, specifically sensors, possible use cases include monitoring a wide area for a particular measured property or tracking the location of inventory, supplies, and/or equipment.  In both cases, the devices are expected to be low cost and battery powered.   Further, their data rates and duty cycles will be low the majority of the time – each sensor periodically sending a small uplink burst of data containing their status, property measurement, and/or location.  Depending on the situation, the sensors could be deployed in large numbers in a given area, varying from stationary and dense (e.g., in a warehouse) to wide-spread and mobile but locally dense (e.g., delivery trucks). 

This presents a problem for networks in which the access model requires an end device to connect to the network and establish dedicated signaling and data bearers for communication, e.g. 3GPP LTE.  In the case of a large number of devices with infrequent small bursts of data such as sensors, this places undue strain on the network resources.  Signaling overhead for connection establishment may eclipse the amount of data being sent.  Additionally, provisioning and connection state information would be required for each device.  A method by which large numbers of possibly mobile sensors may be deployed and data may be uploaded while avoiding unnecessary network connection and bearer management signaling overhead is vital.  Further, to minimize resources used in support of these devices when they are not moving, a method for avoiding the use of mobility management resources for these large numbers of devices in a stationary state is also required. 

If we assume that the next generation network will be designed to be flexible and elastic and adapt its resources and capabilities to the specific needs of the services and applications being executed, we can create an efficient service model unique to sensors based on their unique behaviors and characteristics that reduces the overhead resources and effort required to employ them.

“Bulk” Provisioning

Due to the likelihood of sensors being deployed in large numbers in a given coverage area, a method by which they can be authenticated without requiring the arduous task of provisioning individual devices with identifiers and shared keys is required.  The two characteristics that come into play in this scenario are that 1) most likely the sensors in a given deployment are owned by same entity, and 2) the coverage area is limited (e.g. warehouse, disaster area, etc).  Given this, the sensors can be provisioned and authenticated in “bulk” whereby they are treated as a single device with many appendages.  

One possible solution is to have the subscriber identifier and shared keys the same for all devices for a given deployment since it is an all-or-nothing situation.  Only a single entry would be required in the Authentication Center (AuC) to identify all the sensors for a given user/entity.  The operator could activate/deactivate the service by allowing/disallowing authentication of a single “device” in a given coverage area as indicated by the registered owner of the devices.  Note that in this context, the coverage area is the area that the sensors were deployed and could be one or more access nodes of different access technologies neighboring each other.

Also given that the devices are low cost and low powered, the Universal Subscriber Identity Module (USIM) could be hardcoded into the device, e.g. during manufacturing, instead of on an Universal Integrated Circuit Card (UICC) and thereby considered non-transferrable.  Security concerns are mitigated by the fact that the USIM information is non-removable from the device and that the service is only activated when the registered owners of the devices, i.e. operator’s legitimate customers, indicate.

Powering on the first device in a given coverage area could trigger attachment to the network including full authentication.  The device security capabilities passed in the initial message could indicate that this is a “bulk” provisioning device.  Since no device has as of yet indicated itself, all appropriate keys, ciphers, and tokens would be computed and signaled as normal.  Subsequent powering on of devices – by the same user/entity in the same coverage area – would trigger attachment with an abbreviated authentication process whereby not all the required keys, ciphers, and tokens need to be created anew.

“Connectionless” Access and “Unsolicited” Data Transfer

Once attached and authenticated, other characteristics of sensors come into play which allow for further refinements.  First and foremost is that during the majority of time the traffic will have low data throughput and a low duty cycle.  There is no expectation of service continuity.  On occasion, whether periodically or due to an event (e.g. a measured property threshold crossing), the sensor will wake up and transmit a message to the network.  

If the sensors “connect” to the network each time they woke up and transmitted data, each would be required to go through Radio Resource Control (RRC) and Non-Access Stratum (NAS) signaling to establish bearers and reach an active state.  Total signaling required would be approximately 64 bytes in the uplink and 100 bytes in the downlink.   For small bursts of traffic with small packet sizes in the order of one to a few hundred bytes, the signaling required to establish a connection would be close to or even be larger than the size of the message itself.  This significantly reduces the spectral efficiency and overall usable capacity of the network – especially for large numbers of devices in a particular coverage area.

An alternative would be to provide “connectionless” access for these devices.  Each individual sensor would be connectionless in that they would not need to establish individual bearers and no L1/L2 connection state information for individual devices would need to be maintained by the network.  Note that state information established during attachment and authentication, e.g. IP address, authentication information, charging rules, etc, is maintained by the network, but the lower layers are connectionless allowing for improved scalability for large numbers of devices.

When the sensor transmits its data, it can be considered an “unsolicited” message to the network.  The message transmission is unsolicited in that it is spontaneous and controlled by the sensor device.  The sensor has already been authenticated for the sensor coverage area and encryption is in place, but the time the message is sent would be unknown (i.e. unscheduled) to the network beforehand.  Note that since the device was authenticated during attachment and would already have the required keys, ciphers and tokens, no further authentication would be required at this time.   The sensor would transmit its data addressed to a specific application, e.g. at the IP layer, but unaddressed to a particular access node, e.g. base station.  All nodes that receive the transmission would forward it accordingly.  Coordination of redundant receptions would be handled by the receiving application.  An immediate acknowledgement could be sent by the receiving access node(s) for robustness. 

Mobility Management

Since sensors are connectionless, transmit infrequently, and do not require service continuity, they – especially stationary or low mobile ones – do not require elaborate mobility management.  The identity of the set of sensors in a particular deployment would be known by the network by provisioning the “device” into the AuC.  Their location would be known during attachment and authentication to be within a derived sensor coverage area.  A further refinement and control could be to specify the sensor coverage area for the “device” during provisioning.

The sensor coverage area would be similar to the Tracking Area in LTE although it would be established during service activation/provisioning instead of network deployment.  In the event that the network needs to send a message to the device, it would send it to the entire coverage area.  In most cases, especially for stationary and low mobility sensors, it is expected that the sensor coverage area would be limited to a few cells.  The same method could be used by fully mobile sensors if the sensor coverage area is well established and well known, e.g. delivery area.  In either case, it is expected that downlink messages would be sent infrequently so the reduction in constant mobility management signaling for the large number of devices – and thereby, using the same rationale as the one for removal of connection signaling, improved spectral efficiency and overall usable network capacity – outweighs the additional expense of redundant transmission across the sensor coverage.  Since the locations are always known, paging and tracking area updates would not be required.  

Further, since the sensors are not “connected” to a particular access node and transmit messages to all nodes capable of hearing them, there is no need for handover requests, RRC reconfiguration, inter-node data forwarding, or path switching.  Intra-frequency measurement reports as a precursor to handover would not be required either.  However, if device capabilities permit – which most likely would not be the prevailing case anyway since these devices are supposed to be low cost and battery powered – and if overlay networks are available, inter-frequency and/or inter-RAT measurement reports could be used for frequency (re)selection and/or load balancing.

In the event that these sensors become mobile or lose coverage within the, the handling of their mobility management would be dependent on the extent of their movement.  For example, a couple of possible scenarios are described below.

1. If their movement (or perceived movement) is within the derived/assigned coverage area, then no mobility signaling would be required as described above.  This would be the case in low mobility sensors moving about within the coverage area or a local package delivery truck that does not go outside of a coverage area.  

2. If a particular sensor wanders outside the coverage area, then, depending on the operator policy, the area could be extended – e.g. if the new access node is a neighbor of one that is in the coverage area, the coverage area could be extended to include the neighbor This would be the case for a sensor on the edge that has moved or seems to have moved outside the coverage area.

3. If the movement is related to device transport (e.g., inventory tracking) the the coverage area could be temporarily modified to coincide with the means of transport (e.g., truck).  In essence, the sensors would still be stationary relative to the truck.  They could communicate, e.g. via 5G or WiFi (if device capabilities permit), to the truck that could then relay the message accordingly.  The truck itself could have full mobility signaling, but the individual low-cost battery-powered sensors would not need it.

4. If none of the above apply, then, again depending on operator policy, the sensor could activate full mobility .  This last case is somewhat outside of the scope of the discussion on stationary or low mobility sensors presented herein but is included for completeness.  The use case for these sensors is more in line with those that have full mobility capabilities but become stationary for extended periods of time.  

5. For cases 2 and 5, operator policy may be for the network to take no action when a sensor loses communication and leave any error handling up to the application (e.g., application could notify a human that the sensor is no longer communicating, perhaps due to a dead battery).

Conclusion

This discussion paper has examined some of the underlying principles of the potential service and network operation requirements associated with 5G next generation sensors.  Individually, each of the requirements proposed ensures more efficient configuration, deployment, or use of 5G sensors.  Collectively, however, the requirements provide the most efficient means for realization of sensors in the 5G next generation network.
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