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Introduction
This contribution proposes a use case for study in FS_CSIPTO
Proposal
It is proposed to add the following to TR 22.828 (FS_CSIPTO)
4.X 	CSIPTO for non-IMS Use Case
4.X.1      Description
While initially intended to address specific residential or enterprise use cases, SIPTO at the Local Network (SIPTO@LN) architecture can also be used by the operator for offloading of large amounts of traffic as close to the radio network edge as possible.  Extensive deployment of SIPTO@LN may lead to an extremely flat architecture like the one depicted in Figure 4.x.1-1, in which the MME controls a number of cluster areas, each of them served by a co-located SGW/PGW node. 
When a UE requests a PDN connection to a specific Access Point Name (APN), the MME selects PGW1 that is geographically close to the current UE location, in order to optimize the backhaul transport (S1 and S5 tunnels) via the Evolved Packet Core (EPC) network (see red dashed line in Figure 4.x.1-1).
As the UE moves from one cluster to another (e.g. from cluster A to cluster B in Figure 4.x.1-1), the SGW is initially relocated whereas the original PGW can be temporarily kept (by using the inter cluster S5 interface), to preserve IP address continuity (see green dashed line in Figure 4.x.1-1).
At some point the EPC may decide that the PDN connection needs to be streamlined and may invoke the SIPTO feature in order to reallocate the PGW.  The execution of the SIPTO feature as currently defined involves a release of the original PDN connection, followed by a subsequent re-establishment of a new PDN connection to the same packet data network.  Upon the PDN connection re-establishment, a new PGW is assigned that is geographically closer to the user’s current location. The relocation of PGW results in assignment of a new IP address, which means that the IP address  continuity is broken and any ongoing IP services may be disrupted.
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Figure 4.x.1-1: EPS architecture with SIPTO@LN

The break in IP address continuity may be particularly problematic for long-lived IP flows e.g. in services such as large file transfer, connection to a conference bridge or VPN connection.  This use case describes how CSIPTO enables smooth and uninterrupted handling of long-lived IP flows with non-IMS services as the UE is transitioned from one PGW to another.
4.X.2      Pre-conditions
Operator X has deployed SIPTO@LN extensively in its network.   
The policy of Operator X is to optimize its network efficiency and streamline the connections of UEs to the closest SGW/PGW whenever possible, while minimizing disruption of ongoing services. 
Bob is walking and texting with his friend on his UE.
Dylan is riding as a passenger in a car.  He is participating in a conference call via a conference bridge.
Both subscribers have just moved from cCluster area A to Cluster B.  The MME had moved both their connections to SGW2 but they are still tunnelled through PGW1 which is not the closest PGW to their current locations (See green dashed lines in Figure 4.x.3-1).


4.X.3      Service Flows
[bookmark: _Toc336935854]
[image: ]

Figure 4.x.3-1: EPS architecture with CSIPTO
Since Bob is engaged in a short-lived flow application (texting), the system instructs Bob’s UE to deactivate the PDN connection to PGW1 (discontinue the green dashed line connection in Figure 4.x.3-1) with subsequent PDN reactivation.  When Bob’s UE requests the reactivation, a new PDN connection is established, this time to PGW2 (black dashed line connection in Figure 4.x.3-1).  Upon connecting to PGW2, Bob’s UE is able to continue the text session.  Due to the short-lived flow nature of the text session, Bob does not notice any interruption in his text session.
Since Dylan is engaged in a conference call via a bridge (a long-lived flow service for which service continuity is essential), his UE maintains its PDN connection to PGW1 (green dashed line in Figure 4.x.3-1) while requesting a new PDN connection for the same service type. The new PDN connection is established to PGW2 (black dashed line in Figure 4.x.3-1).  Once the connection to PGW2 is made, all new IP flows are directed to it. At the same time, the existing long-lived flows of the conference bridge session are still directed to the PDN connection to PGW1, thus ensuring service continuity of the Dylan’s conference bridge session.  The PDN connection to PGW1 is released only when all the long-lived flows flowing on it have expired or when it becomes impractical to keep the PDN connection to PGW1, whichever event occurs first.
4.X.4      Post-conditions
The network was able to improve the network efficiency by streamlining the PDN connection (from PGW1 to the closer PGW2) for all new IP flows.

Bob was able to continue his texting session without any perceived interruption in the service.
Dylan was able to remain on his conference bridge without being disconnected.
4.X.5      Potential Requirements
The requirements derived from this use case are:
· The system shall be able to detect when a PDN connection becomes suboptimal and establish a more optimized PDN connection.
· Editor’s note;  Examples of “suboptimal and “more optimized” FFS
· The system shall be able to identify the type of service flows that require IP address preservation and determine if an old PDN connection needs to be maintained after a new PDN connection for the same service type is made in order to maintain service continuity.
· The system shall be able to determine when a new PDN connection for the same service type is made and ensure that new service flows are using the new PDN connection.
· In order to release the old PDN connection,  tThe system shall be able to determine when there are no service flows using the old PDN connection in order to release the old PDN connection.
4.X.6	Potential Impacts or Interactions with Existing Services/Features
· There may be impact on the “Multiple PDN connections to the same APN” feature because in existing Stage 2 specifications, it is assumed that all PDN connections to the same APN are terminated on the same PDN GW.
· Editor’s note:  Impact on APN Aggregate Maximum Bit Rate (AMBR) is FFS
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