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It has been discussed during the SA1#13 meeting that the group shall consider adding Distributed Speech Recognition (DSR) capability in the Release 5 timeframe. SA1 is looking forward to interesting and efficient work with SA2, SA4, CN and T2 regarding this new capability to enable speech-driven services. 

It is expected that a Packet-switched Speech Driven Service (for Rel-5) and a Packet-switched Multi-modal Service (for further 3GPP releases) will allow exciting new set of applications (e.g Voice Portal, Form Filling, Dictation, Voice Browsing, etc.).

SA1 thinks that this approach in line with the SA4 Rel-5 approach for the Packet-switched Conversational multimedia applications and the transparent end-to-end Packet-switched Streaming services (PSS). Consequently, SA1 kindly asks SA4 to study for both services the following points:
Front-end feature extraction and compression,

Transportation of feature vectors over RTP,

SIP/SDP alignment with 3GPP L2 SIP

Session description and Session initiation.

Further on, SA1 would also suggest that SA2 and T2 study the potential implications on the network and terminal Architecture and protocols of the above points for the Rel-5 timeframe. SA1 also requests TSG-CN to consider the impact on SIP and SDP specifications.
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1. Introduction


Forecasts show that speech-driven services will play an important role on the 3G market. People want the ability to access information while on the move and the small portable mobile devices that will be used to access this information need improved user interfaces using speech input. At present, however, the complexity of medium and large vocabulary speech recognition systems are beyond the memory and computational resources of such devices.


Distributed Speech Recognition (DSR) overcomes these problems, and it will provide 3G users with a high performance distributed speech interface to server-based automatic information and transactional services. 

The types of services include those that are voice only, for example, automatic speech access to information. In the future, a new range of multi-modal applications is also envisaged incorporating different modes of input (e.g. speech, keyboard, pen) and speech and visual output.


DSR Front-end feature extraction and compression has been standardized by ETSI and an advanced Front-end is under development by the ETSI STQ-Aurora DSR working group.


DSR applications will be based on the IETF packet protocols using RTP (Real Time Protocol), SDP (Session Description Protocol) and SIP (Session Initiation Protocol). We believe that this is in line with 3GPP TSG- S4’s approach to the development of packet switched services.


As 3GPP SA1 together with SA4 are in charge of the definition of Packet Switched Services (both Conversational and Streaming Services), we believe that DSR is an important capability component to enable a new set of interesting speech-driven applications.


2. Distributed Speech Recognition 


In a distributed speech recognition (DSR) architecture, the recogniser front-end (FE) is located in the terminal and is connected over a data network to a remote back-end (BE) recognition server [see Fig. 1]. 


The FE transforms digitised speech into a stream of feature vectors. These vectors are then sent to the BE of a data transport which could be wireless or wireline. The recognition engine of the BE matches the sequence of input feature vectors with references and generates a recognition result.


Advantages of DSR


· While it is possible to imagine having a local speech recogniser on future mobile devices, at present this would be a substantial additional cost due to processing power and memory restrictions. These can be overcome by placing the computational and memory intensive parts of the recogniser at a remote server. 

· The performance advantage of DSR against voice coding has been demonstrated both for circuit data [1] and packet data transmission [2]. DSR both reduces the bandwidth required and overcomes the distortion coming from the transmission errors over the cellular network.

· Benefits of sharing a packet switched protocol and being able to interoperate with standardized DSR services available on other type of networks (Internet, ISDN, PSTN, GSM, etc.).
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Fig.  1 Front - Back End split

Need for Standardisation


To enable all these benefits in a wide market, such as 3G, containing a variety of players including terminal manufacturers, operators, 3rd Party Service Providers and recognition vendors, a standard for the FE is needed to ensure compatibility between the terminal and the remote recogniser. The first standard for a DSR front-end and compression was published by ETSI in Feb 2000. The ETSI STQ-Aurora DSR working group (Aurora) [1,3] is developing an advanced DSR front-end with improved performance in background noise that is planned for publication in Q2 2002.


In addition to the DSR front-end, standardized protocols are needed to support end-to-end interoperability. Aurora has also been developing proposals for these transport protocols that will be standardized by the IETF. DSR applications will be based on the IETF packet protocols using RTP (Real Time Protocol), SDP (Session Description Protocol) and SIP (Session Initiation Protocol).

3. Service Examples


The types of services include those that are voice only, for example, automatic speech access to information. In the future, a new range of multi-modal applications is also envisaged incorporating different modes of input (e.g. speech, keyboard, pen) and speech and visual output.


3.1 Speech-driven Service Examples


Voice Portal


Subscribers to the voice portal service will be able to access information and conduct transaction by voice commands using distributed speech recognition (DSR).


Example portal services include:


· obtaining stock-quotes


· purchasing movie tickets


· checking local weather reports and travel information. 


3.2 Multi-modal Service Examples


Multi-modal user interfaces are anticipated in the future bringing further improvement to the user interface.  In a multi-modal interface, the user may use one or several modes of input, e.g. speech, keypad, pen, and receive single or multiple streams of output, e.g. visual (text, graphics, pictures, video) or acoustic (speech, audio). Dependent on the user environment such as car, office, etc. it could be more convenient for the user to use speech or keypad for the input of a command.


User scenarios for exemplar multi-modal applications:


· Transactions based applications (stock transaction) 


· Information access applications (voice navigation of maps, Interactive Voice Response, info-phone, i.e. flight, weather, news, movies) and 


· Information capture applications (dictation and form filling)
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Fig.  2 Information exchange between client and server


4. Conclusion


DSR provides particular benefits for applications for mobile devices such as improved recognition performance compared to using the voice channel and ubiquitous access from different networks with a guaranteed level of recognition performance.


Because it uses a data channel, DSR facilitates the creation of an exciting new set of speech-driven applications, which can later be enhanced to multimedia, combining voice and data.

We believe that this is in line with 3GPP S1 & S4 approach for the development of Release 5 Packet Switched Services (both Streaming and Conversational) and it is proposed that SA1 endorse adding the Distributed Speech Recognition capability in their Release 5 specifications.
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