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Abstract of the contribution: 
This contribution proposes a new network slicing solution that includes RAN slicing.
Introduction
This contribution introduces a network slicing solution to 3GPP TR 23.799 that includes a solution for RAN slicing. 
Discussion
The target of network slicing is to dynamically design, deploy, and customize dedicated logical networks with network customer specific functionality without losing the economies of scale of a common infrastructure. Network slicing has been described by 3GPP as follows:

· A network slice is a network created by the operator customized to provide an optimized solution for a specific market scenario which demands specific requirements with end to end scope [1]. 
· A network slice is composed of all the network functions that are required to provide the required telecommunication services and network capabilities, and the resources to run these network functions [2]. 

Network slicing capitalizes on the capabilities of dynamic network orchestration, SDN, NFV and analytics. In an SDN and NFV-based implementation of 5G, we envision that an Orchestrator will oversee the VNF creation and management as well as overall network management based on closed-loop feedback from any analytics solution it has available to it. The orchestrator will have a cloud manager as well as an underlay (SDN transport) and overlay (3GPP network) SDN controller at its disposal for this purpose. This is illustrated in Figure 1 below. 
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Figure 1: SDN and NFV based 5G network architecture

The figure illustrates two distinct control planes: 

· 3GPP Control Plane: responsible from device authentication, authorization, registration, mobility management, session management, CN slice management as well as RAN slice management. 

· Network Control Plane: responsible from transport control within the SDN fabric, slicing of the fabric, as well as any of the control functions associated with it. It is also responsible for VNF creation and management as well as overall network orchestration and management based on network analytics. We propose that the initial creation of the service chain associated with a core network (CN) slice instance using a Core Network Slice Creation Function (CNSCF) and the creation of the description of a RAN slice instance using a RAN Slice Creation Function (RANSCF) be controlled over this control plane. We assume that this control plane does not need to be standardized by 3GPP. Any one of the existing IETF or ONF standards, such as NetConf and OpenFlow, with necessary extensions for wireless may be utilized. 

3GPP SA has been working towards Key Issue 1: Support of network slicing. Towards this end, a number of solutions has been presented and accepted to be included in 3GPP TR23.799 [3]. These solutions have all been towards slicing only the CN. In this contribution, we present a new solution that also allows for RAN slicing. 

In the CN slicing solutions presented in [3], a number of potential control plane (CP) CN functions has been defined [4]:

· Authentication Function (AU): responsible for authenticating and authorizing the UE to attach to the operator’s network. It also provides security and integrity protection of NAS signaling. 

· Mobility Management Function (MM): responsible for UE registration in the operator’s network (e.g. storing of UE context) and UE mobility support (e.g. providing mobility function when UE is moving across base stations within the operator’s network).

· Session Management Function (SM): responsible for PDU session establishment, PDU session modification, and PDU session termination. 

· Common Control Plane Selection Function (CCPSF): responsible for selecting the common control plane function(s) for a given CN slice instance. 

· Network Slice Selection Function (NSSF): responsible for selecting which CN instance will be utilized for a given service. In this contribution we propose to change the name of this function to Core Network Slice Selection Function (CNSSF) as it is only responsible from selecting the CN instance.  

It is expected that the AU and MM functions are common CP functions to multiple CN slice instances, in order to maintain a single authentication and mobility management context for a UE that potentially utilizes multiple such slices. It is also expected that the CCPSF as well as CNSSF are common CP functions as well. However, the SM function is expected to be dedicated to each CN slice instance, since it is related to establishing a session for a service associated with a CN slice instance [3]. In this contribution, we maintain this view and support [3] towards the need to allow a UE to potentially have access to multiple network slice instances. Furthermore, in Figure 1 we label the “Default Common CP-Function” of [3] as the “3GPP Controller,” which can be configured by the Orchestrator in coordination with the Network Controller and Cloud Manager to maintain an end-to-end orchestration capability.   

This contribution supports RAN slicing as well as CN slicing. Since RAN slicing has not been introduced at 3GPP SA WGs before, below we describe how RAN slicing is defined within the proposed solution. 

The proposed RAN slicing solution is based on a programmable RAN architecture built on the pillars of SDN and network virtualization. The fundamental idea behind the proposal is the proper description of “Wireless Link Control” within RAN. This description follows the “Network Control” definition of [5] which reads, “compute the control configuration of each physical device in the network.” For transport networks, this corresponds to the programming of the forwarding tables, ACLs, etc. of each forwarding element. In other words, the SDN-based network control is the programmatic control of how any forwarding element in the network handles an incoming traffic. Extending this definition to RAN, we first define wireless link control functions which are traditionally realized inside the RAN protocol stack. These functions collectively control how RAN handles an incoming traffic. In 3GPP RAN, these functions contain the operations of wireless resources management, downlink and uplink scheduling, handoff management, admission control rules, SON management and any other related function that may be present in the new RAN architecture. 
In the proposed RAN slicing solution, we decouple the so-called “wireless link control plane” from the data plane within the RAN protocol stack. We then let a logically centralized RAN Slice Creation Function – RANSCF create a RAN slice with the following attributes:

· The list of RAN nodes or RUs for which the slice is to be active,
· Allocated downlink resource blocks for the slice specific user plane (This depends how the new RAN is defined and thus it is FFS how the downlink RBs may be partitioned),
· Allocated uplink resource blocks for the slice specific user plane (This depends how the new RAN is defined and thus it is FFS how the uplink RBs may be partitioned),
· Associated downlink scheduler, selected from a list of available schedulers,
· Associated uplink scheduler, selected from a list of available schedulers.

Optionally, the RAN slice description may also include the following attributes:

· Handoff management parameters,
· SON parameters,
· RAN admission control rules,
· Other related wireless link control functions. 

While RAN slices provide distinct user planes for each slice instance, the solution presented herein describes the 3GPP RAN control plane to be common across all active slices. However, the proposed RAN slicing solution assumes that the RAN nodes, whether realized in a centralized or a disaggregated fashion, are capable of dynamically instantiating multiple versions of the “wireless link control” functions within their protocol stack, one for each slice. We define two types of wireless link control functions:

· RAN Slice Instance Specific Wireless Link Control Functions,
· Common Wireless Link Control Functions.

While the downlink and uplink schedulers are always slice specific, the handoff management parameters, SON parameters and the admission control rules may be defined as either slice specific or common. 

Each RAN slice instance may be defined for a specified group of users or a specified service and is allocated a subset of the downlink and uplink wireless resources in the area where it is defined. The wireless link control functions for each slice is selected such that the associated service requirements are met. Each RAN node may have multiple active slices at a given time. While each RAN slice instance conducts its own scheduling operations, the actual decision of mapping physical resource blocks to slice instances is decoupled from the scheduling operations and is handled jointly across all profiles within each RAN node. The solution described in this contribution is also valid for a RAN that is functionally split into CU and RU as defined in [6]. For the orchestration of end-to-end network slicing, the slicing of the fronthaul between the CU and RU needs to be realized as well. This is FFS. 

Proposal
[bookmark: _Toc436142647][bookmark: _Toc436311883]Based on the discussions above, it is proposed to include the solution described below to TR23.799.
[bookmark: _Toc399511925][bookmark: _Toc324232210][bookmark: _Toc326248701][bookmark: _Toc399743733][bookmark: _Toc248905717]* * * * Start of changes * * * *
[bookmark: _Toc449517714]6.1.8	Solution 1.8: Orchestrated CN and RAN Slicing 
[bookmark: _Toc449517715]This solution applies to the Key Issue #1: Support of network slicing. The solution introduces a high level orchestration platform for coordinated core network (CN) and radio access network (RAN) slicing. 
6.1.8.1	Architecture description
This solution allows for CN and RAN slicing. Network slicing capitalizes on the capabilities of dynamic network orchestration, SDN, NFV and analytics. In an SDN and NFV-based implementation of 5G, we envision that an Orchestrator will oversee the VNF creation and management as well as network management based on closed-loop feedback from any analytics solution it has available to it. The orchestrator will have a cloud manager as well as an underlay (SDN transport) and overlay (3GPP network) SDN controller at its disposal for this purpose. This is illustrated in Figure 6.1.8.1-1 below. 
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Figure 6.1.8.1-1: SDN and NFV based 5G network architecture


Figure 6.1.8.1-1 illustrates two distinct control planes: 

· 3GPP Control Plane: responsible for device authentication, authorization, registration, mobility management, session management, CN slice management as well as RAN slice management. 

· Network Control Plane: responsible from transport control within the SDN fabric, slicing of the fabric, as well as any of the control functions associated with it. It is also responsible from VNF creation and management as well as overall network orchestration and management based on network analytics. We propose that the initial creation of the service chain associated with a core network (CN) slice instance using a Core Network Slice Creation Function (CNSCF) and the creation of the description of a RAN slice instance using a RAN Slice Creation Function (RANSCF) be controlled over this control plane. We assume that this control plane does not need to be standardized by 3GPP. Any one of the existing IETF or ONF standards, such as NetConf and OpenFlow, with necessary extensions for wireless may be utilized. 

The proposed RAN slicing solution is based on a programmable RAN architecture built on the pillars of SDN and network virtualization. The fundamental idea behind the proposal is the proper description of “Wireless Link Control” within RAN. Wireless link control functions that are part of the 3GPP RAN protocol stack are defined as downlink and uplink scheduling, handoff management, admission control rules and SON management and any other potential related function defined in the new RAN. We then let a logically centralized RAN Slice Creation Function, RANSCF create a RAN slice which has the following attributes:

· The list of RAN nodes or RUs for which the slice is to be active,
· Allocated downlink resource blocks for the slice specific user plane (This depends how the new RAN is defined and thus it is FFS how the downlink RBs may be partitioned),
· Allocated uplink resource blocks for the slice specific user plane (This depends how the new RAN is defined and thus it is FFS how the uplink RBs may be partitioned),
· Associated downlink scheduler, selected from a list of available schedulers,
· Associated uplink scheduler, selected from a list of available schedulers.

Optionally, the RAN slice description may also include the following attributes:

· Handoff management parameters,
· SON parameters,
· RAN admission control rules,
· Other related wireless link control functions. 


While RAN slices provide distinct user planes for each slice instance, the solution presented herein describes the 3GPP RAN control plane to be common across all active slices. However, the proposed RAN slicing solution assumes that the base stations, whether realized in a centralized or a disaggregated fashion, are capable of dynamically instantiating multiple versions of the “wireless link control” functions within their protocol stack, one for each slice. We define two types of wireless link control functions:

· RAN Slice Instance Specific Wireless Link Control Functions,
· Common Wireless Link Control Functions.

While the downlink and uplink schedulers are always slice specific, the handoff management parameters, SON parameters and the admission control rules may be defined as either slice specific or common. 

Each RAN slice instance may be defined for a specified group of users or a specified service and is allocated a subset of the downlink and uplink wireless resources in the area where it is defined. The wireless link control functions for each slice is selected such that the associated service requirements are met. Each RAN node may have multiple active slices at a given time. While each profile conducts its own scheduling operations, the actual decision of mapping physical resource blocks to profiles is decoupled from the scheduling operations and is handled jointly across all profiles within each RAN node. The solution is valid for a RAN that is functionally split into CU and RU. For the orchestration of end-to-end network slicing, the slicing of the fronthaul between the CU and RU needs to be realized as well. This is FFS. 

Once the CN and RAN slice descriptions are created by the CNSCF and RANSCF, respectively, it is possible for UEs requesting different services to obtain such services through distinct RAN and CN slice instances as depicted in Figure 6.1.8.1-2.
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Figure 6.1.8.1-2: Multiple RAN and CN Slice Instances serving multiple UEs

In the solution, a UE’s requests for network connection is handled by the Default C-CPF. The Network Selection Response message, received by the RAN from the Default C-CPF includes the identity of the Assigned C-CPF for potential NAS connectivity. The UE’s request for network connection is then forwarded to the Assigned C-CPF by the RAN. The Assigned C-CPF performs authentication, authorization after which the UE is connected to the operator’s network. One of the functions in a C-CPF is the new RAN Slice Selection Function, (RANSSF), which is responsible for selecting which RAN slice instance will be utilized for a given service. Upon receipt of connection acknowledgement, the UE requests service connectivity. This request is forwarded by the RAN to the Assigned C-CPF, which then selects the associated CN instance for the UE with an associated, slice-specific SM, as well as the identity of the RAN slice instance that the UE is to utilize. If this RAN slice instance is inactive at the RAN, the RAN activates it at this time. As depicted in Figure 6.8.1-3, a UE may request multiple services, each corresponding to a distinct RAN and CN slice instance. It is also possible to orchestrate the coordination of RAN and CN slice instances so that multiple services are serviced by distinct RAN slice instances and a single common CN slice instance, or conversely, by a single common RAN slice instance and distinct CN slice instances.  
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Figure 6.1.8.1-3: Multiple RAN and CN Slice Instances serving multiple services for a UE

[bookmark: _Toc453186090]6.1.8.2	Function description
The function description of the solution closely follows that of the solution described in 6.1.3, and is depicted in Figure 6.1.8.2-1. 

1.	When a UE first connects to the operator's network or registers to the PLMN for the first time and there is no sufficient information for the RAN to route this network connection request to an appropriate C-CPF, the UE sends a network connection request to the RAN, which is then further forwarded to the Default C-CPF. The flow continues in step 2. 
If the UE provides the DCN-ID along with this network connection request, but does not provide a Temporary UE identity, the RAN uses this DCN-ID to determine an appropriate Common CP that supports this DCN-ID, and the flow continues in step 4. In addition, the UE may provide other information, e.g., Service Type and/or DNN along with this network connection request.
If the UE provides the Temporary UE identity, the RAN uses the Temporary UE identity to determine an assigned C-CPF and, the flow continues in step 4. In addition, the UE may provide other information, e.g., DCN-ID, Service Type and/or DNN along with this network connection request.
When the UE sends a request to connect to an operator's network, a UE may request to establish a session for a particular service by sending the DNN along with this network connection request. If this is the case, after the authentication and authorization in step 6 has been performed, the assigned C-CPF will establish the session which includes both RAN and CN slice instances for the requested service following steps 9-14.
2.	The CCPSF located in the Default C-CPF determines the assigned C-CPF to be connected to by taking into account information in the network connection request from a UE in Step #1, e.g., DCN-ID. In addition, other information from the Subscription Repository may be also considered. For example, the UE's subscription may indicate that for this UE, the operator should set up a session with the subscribed CNI and/or RANI. 
In case the Default C-CPF determines that it will serve this UE's network connection request, it either continues with the authentication and admitting the UE to attach/connect to operator's network or reject this UE's network connection request. In this case, the procedure ends in this step. It is to note that this specific case is not depicted in Figure 6.1.8.2-1 for simplicity of the signalling flow.
It is FFS, if authentication of UE to access operator's network should occur before the NSSF/CPSF selects Core Network Instance.
3.	The Default C-CPF sends a response to the RAN node with the Assigned C-CPF for the UE to attach. The contents of UE's Network Connection Request in Step #1 is included in the message. Whether a default CCPF will communicate directly with the dedicate CCPF is FFS.
[image: Screen%20Shot%202016-09-13%20at%203.58.32%20PM.png]
[bookmark: _MON_1535268146][bookmark: _MON_1535268220][bookmark: _Toc453186091]Figure 6.1.8.2-1: Signaling Flow for Supporting Coordinated RAN and CN Slices for Services

4.	If the UE provides a Temporary UE identity, this means that the UE has been once registered at the PLMN, and the network has decided which CN Slice Instance (DCN-ID) and the RAN Slice Instance (RANI-ID) the UE should be connected. Hence, the RAN uses only the Temporary UE identity to route the NAS message to the appropriate Common CP function.
In case there is a pool of Common C-Plane Functions that are dedicated for this UE Usage Type and/or for this DCN-ID provided by the UE or by the default Common C-Plane Function in Step#3, the RAN node performs NAS Node Selection Function (NNSF) similar to what we have for the NNSF in RAN Node.
5.	The RAN node routes the UE's network connection request to the Assigned C-CPF. This message may contain other information like the DNN to enable the Assigned C-CPF to select a CNI that is specific for a certain Service Type. It is FFS when the Assigned C-CPF may reject the UE's network connection request.
6.	Authentication and admittance of the UE to attach/connect to operator's network is performed. The key for decrypting NAS message between the UE and the dedicate Common CP function is also provided
7.	The Assigned C-CPF sends a Network Connection Accept response to the UE. In this response, it contains the Temporary UE identity and the information, for which the UE is to be configured, e.g., which DCN-ID, its corresponding Service Type and/or corresponding DNN that the UE is allowed to connect. In case, the DCN-ID newly provided does not match to the ones that the UE already has, the DCN-ID(s) will be configured at the UE. 
8.	UE requests a new a communication service (e.g. Service #1 that is provided by the Core Network Instance #1) by sending a New Service Request. In this message, the UE provides the DCN-ID and DNN.
9.	The RAN forwards the New Service Request to the Assigned C-CPF by using the DCN-ID information sent by the UE.
10. The Assigned C-CPF determines the RAN Slice configuration necessary for the service. It sends a RAN Slice Instance Assignment Request message to the RAN node specifying from which RAN Instance the UE should get its requested service. If this instance is inactive at the RAN node, it activates it at this time. It then adds the UE’s identity to the list of UE’s that belong to the RAN slice for the specific service. It is FFS if the RAN can reject the request and select to place the UE to a Default RAN Slice for the specific service instead. The Assigned C-CPF can also send the RAN Slice Instance Assignment Request message to all RAN nodes in a given geography a priori to support RAN Slice Instance specific user mobility.
11. The RAN node responds to the request with the RAN Slice Instance Assignment Request Response message. This message acknowledges the assignment of the RAN Slice Instance for the UE’s requested service. 
12.	The Assigned C-CPF selects C-Plane Function of the Core Network Instance #1 by using the DNN information in the PDU session request, and sends a New PDU Session Request corresponding to Service #1 to the CPF-1 in the Core Network Instance #1. In this solution, the CPF-1 is the SM for the CN Instance. Note that this message still contains the information that has been sent by the UE such as the UE Usage Type, DCN-ID and DNN. It is FFS, whether additional authorization to admit the UE to access Core Network Instance#1 is needed.
13.	After a successful session establishment, the SM in Core Network Instance #1 sends the Session Response back to the Assigned C-CPF.
14.	The Assigned C-CPF sends a New Service Request Response back to the UE via the RAN signalling the successful establishment of the RAN and CN network slice instances for the requested service. The traffic for this service may now commence. 
If the UE requests an additional service while a current service session is established, Steps 8-14 are repeated using the corresponding service and corresponding CN Instance identities. 

6.1.3.3	Solution evaluation
Editor's note: This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

[bookmark: _GoBack]
* * * * End of changes * * * *
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