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4
Architecture Model and Concepts

4.1
General Concepts

The EPS shall support IETF-based network-based mobility management mechanism (e.g., PMIP) and host-based mobility management mechanism (e.g., MIP) over S2 reference points.
The EPS shall support IETF-based network-based mobility management mechanism (e.g., PMIP) over S5, and S8 reference points.
The mobility management procedures specified to handle mobility between 3GPP and non 3GPP accesses shall include mechanisms to minimize the handover latency due to authentication and authorization for network access. This applies to UEs either supporting simultaneous radio transmission capability or not supporting it.

For multiple PDN-GWs connecting to the same PDN, all the PDN GWs shall support the same mobility protocols.

The EPC shall support local breakout of traffic whether a roaming subscriber is accessing the EPC via a 3GPP or a non 3GPP access network according to the design principles described in section 4.1 of 3G TS 23.401 [4].

4.2
Architecture Reference Model

4.2.1
Architecture for 3GPP Accesses with PMIP-based S5/S8
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Figure 4.2.1-1: Non-Roaming Architecture for 3GPP Accesses within EPS using PMIP-based S5

NOTE:
The "3GPP Access" bubble represents a collection of functional entities and interfaces for the purpose of pictorial simplification of the architectural models presented below.
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Figure 4.2.1-2: Roaming Architecture for 3GPP Accesses within EPS using PMIP-based S8
4.2.2
Non-roaming Architectures for EPS

The following considerations apply to interfaces where they occur in figures in this and the next section:

-
S5 can be GTP-based or PMIP-based.

-
Gxc is used only in the case of PMIP variant of S5 or S8.

-
Gxa is used when the Trusted non-3GPP Access network is owned by the same operator.

-
S9 is used instead of Gxa to the Trusted non-3GPP Access network not owned by the same operator.

-
Gxa or S9 are terminated in the Trusted non-3GPP Accesses if supported.

NOTE:
SWu shown in Figure 4.2.2-1 also applies to architectural reference Figures 4.2.2-2 and 4.2.3-1 to 4.2.3-6, but is not shown for simplicity.
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Figure 4.2.2-1: Non-Roaming Architecture within EPS using S5, S2a, S2b
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Figure 4.2.2-2: Non-Roaming Architecture within EPS using S5, S2c

Editor's Note:
The following is FFS: Usage of S2c on 3GPP accesses: signalling plane only or user plane + signalling plane. If both are supported, which is applied to which scenario? What are the requirements on the interface in each scenario?

4.2.3
Roaming Architectures for EPS
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Figure 4.2.3-1: Roaming Architecture for EPS using S8, S2a– S2b - Home Routed
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Figure 4.2.3-2: Roaming Architecture for EPS using PMIP-based S8, S2a, S2b (Chained PMIP-based S8 + S2a–S2b) - Home Routed

**
Chained S2a/S2b and S8a/b used when VPLMN has business relationship with Non-3GPP Networks and S-GW in VPLMN includes local non-3GPP Anchor.

The following are some additional considerations in this case:

-
Gxc is used only in the case of PMIP-based S8. Gxc is not required for Trusted Non-3GPP IP Access if the serving GW and the trusted non-3GPP access are in the control of the same operator; Gxa is used instead to signal the QoS policy and event reporting.

Editor's Note:
QoS policy may be required by the Serving GW for enforcing admission control to PMIP-based S8 as part of implementing GRX Roaming service level agreements. It is FFS whether or how Gxc to the Serving GW in the case of Trusted and Un-trusted Non-3GPP IP Access could be employed for this purpose.
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Figure 4.2.3-3: Roaming Architecture for EPS using GTP- based S8, S2a, S2b (Chained S8a + S2a–S2b) - Home Routed

**
Chained S2a/S2b and S8a/b used when VPLMN has business relationship with Non-3GPP Networks and S-GW in VPLMN includes local non-3GPP Anchor

The above scenario supports QoS differentiation between subscribers on the default bearer (i.e. QoS subscription-based). In case multiple PDN's are supported QoS differentiation per PDN can apply (i.e. multiple default bearers). The principles for this scenario include:

-
Does not require PCC in visited network

-
Does not require S9 for roaming

-
Default EPS bearer support over S8a

-
The assumption is that MME is not involved when UE is attached in non-3GPP access

-
Same S8a roaming interface is used as in TS 23.401 [4]

-
No dynamic QoS policy control in non-3GPP access

-
Subscriber-based QoS differentiation in the non-3GPP access

-
The subscriber's QoS profile to create the default bearer on S8a may be transmitted to the S-GW through S6c from the AAA proxy which gets the profile from AAA Server
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Figure 4.2.3-4: Roaming Architecture for EPS using S8– S2c - Home Routed
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Figure 4.2.3-5: Roaming Architecture for EPS using S5, S2a, S2b – Local Breakout

NOTE:
The two Rx instances in Figure 4.2.3-5 apply to different application functions in the HPLMN and VPLMN.
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Figure 4.2.3-6: Roaming Architecture for EPS using S5, S2c – Local Breakout

NOTE:
The two Rx instances in Figure 4.2.3-6 apply to different application functions in the HPLMN and VPLMN.

*************************  Next Change ***************************

4.3.5
PCRF

The functionality of PCRF is described in TS 23.203 [19] with additional functionality listed in TS 23.401 [4]. In the non-roaming scenario, additionally, the PCRF terminates the Gxa, Gxb and Gxc reference points with the appropriate IP-CANs.

In roaming scenarios, the difference from TS 23.401 [4], is that the vPCRF exists for the UE for the scenario of roaming with home-routed traffic in addition to the scenario in TS 23.401 [4] of roaming with local breakout.

4.3.5.1
Home PCRF

In addition to the h-PCRF functionality listed in TS 23.401 [4], in this document the Home PCRF

-
Terminates the Gx reference point for roaming with home routed traffic;

-
Terminates the Gxa, Gxb or Gxc/S9 reference points as appropriate for the IP-CAN type.

4.3.5.2
Visited PCRF

In addition to the v-PCRF functionality listed in TS 23.401 [4], in this document the Visited PCRF

-
Terminates the Gxa, Gxb or Gxc reference points as appropriate for the IP-CAN type;

-
Terminates the S9 reference point.

4.4
Reference Points

4.4.1
List of Reference Points

The description of the reference points:

Editor's note:
Once the architecture diagrams are stable in this specification and in TS 23.401, the reference point names need to be updated to remove either the letters or only keep a number series, e.g. S6a replaced with Sn where there is only either a digit or a letter.

S1-MME, S1-U, S3, S4, S10, S11:
these are defined in TS 23.401 [4].

S2a
It provides the user plane with related control and mobility support between trusted non 3GPP IP access and the Gateway.

S2b
It provides the user plane with related control and mobility support between ePDG and the Gateway.

S2c

It provides the user plane with related control and mobility support between UE and the Gateway. This reference point is implemented over trusted and/or untrusted non-3GPP Access and/or 3GPP access.

S5
It provides user plane tunneling and tunnel management between Serving GW and PDN GW. It is used for Serving GW relocation due to UE mobility and in case the Serving GW needs to connect to a non collocated PDN GW for the required PDN connectivity.
S6a
This interface is defined between MME and HSS for authentication and authorization. It is defined in TS 23.401 [4].

S6b
It is the reference point between PDN Gateway and 3GPP AAA server/proxy for mobility related authentication if needed. This reference point may also be used to retrieve and request storage of mobility parameters. This reference point may also be used to retrieve static QoS profile for a UE for non-3GPP access in case dynamic PCC is not supported.

S6c
It is the reference point between Serving Gateway in VPLMN and 3GPP AAA Proxy for mobility related authentication if needed. This reference point may also be used to retrieve and request storage of mobility parameters.

S7
It provides transfer of (QoS) policy and charging rules from PCRF to Policy and Charging Enforcement Point (PCEF) ) in the PDN GW.
Gxa
It provides transfer of (QoS) policy information from PCRF to the Trusted Non-3GPP accesses.

Gxb
This interface is not specified within this release of the specification.

Gxc
It provides transfer of (QoS) policy information from PCRF to the Serving Gateway

PMIP-based S8
It is the roaming interface in case of roaming with home routed traffic. It provides the user plane with related control between Gateways in the VPLMN and HPLMN.

S9
It provides transfer of (QoS) policy and charging control information between the Home PCRF and the Visited PCRF in order to support local breakout function. In all other roaming scenarios, S9 has functionality to provide dynamic QoS control policies from the HPLMN.
SGi
It is the reference point between the PDN Gateway and the packet data network. Packet data network may be an operator external public or private packet data network or an intra operator packet data network, e.g. for provision of IMS services. This reference point corresponds to Gi and Wi functionalities and supports any 3GPP and non-3GPP access systems.
SWa
It connects the Untrusted non-3GPP IP Access with the 3GPP AAA Server/Proxy and transports access authentication, authorization and charging-related information in a secure manner. Differences compared to Wa as defined in TS 23.234 [5] are FFS.

STa
It connects the Trusted non-3GPP IP Access with the 3GPP AAA Server/Proxy and transports access authentication, authorization, mobility parameters and charging-related information in a secure manner.

SWd
It connects the 3GPP AAA Proxy, possibly via intermediate networks, to the 3GPP AAA Server. Differences compared to Wd as defined in TS 23.234 [5] are FFS.

SWm
This reference point is located between 3GPP AAA Server/Proxy and ePDG and is used for AAA signaling (transport of mobility parameters, tunnel authentication and authorization data). Differences compared to Wm as defined in TS 23.234 [5] are FFS.

SWn
This is the reference point between the Untrusted Non-3GPP IP Access and the ePDG. Traffic on this interface for a UE-initiated tunnel has to be forced towards ePDG. This reference point has the same functionality as Wn which is defined in TS 23.234 [5].

SWu
This is the reference point between the UE and the ePDG and supports handling of IPSec tunnels. Similar to Wu as defined in TS 23.234 [5], the functionality of SWu includes UE-initiated tunnel establishment, user data packet transmission within the IPSec tunnel and tear down of the tunnel. In addition, SWu includes support for fast update of IPSec tunnels during handover between two untrusted non-3GPP IP accesses.

Editor's Note:
Detailed differences between SWu and Wu are FFS.

SWx
This reference point is located between 3GPP AAA Server and HSS and is used for transport of authentication data. Differences compared to Wx as defined in TS 23.234 [5] are FFS.

S1 interface for E-UTRAN is the same for both the architectures.

Protocol assumption:

-
S2a interface and S2b interface are based on current or future IETF RFCs. S2a is based on Proxy Mobile IP. To enable access via Trusted Non 3GPP IP accesses that do not support PMIP, S2a also supports Client Mobile IPv4 FA mode. S2b is based on Proxy Mobile IP.

-
S2c is based on DSMIPv6 [10].

-
The PMIP-based S5, PMIP-based S8 and S2a/S2b interfaces are based on the same protocols and differences shall be minimized. The S5 interface is based on current or future IETF RFCs. The GTP variant of S5 interface is described in TS 23.401 [4].

-
PMIP-based S8 interface is based on current or future IETF RFCs. The GTP variant interface) is described in TS 23.401 [4].

-
The PMIP-based interfaces (S5, S8, S2a, and S2b) shall support Generic Routing Encapsulation (GRE) RFC 2784 [23] including the Key field extension RFC 2890 [24]. The Key field value of each GRE packet header uniquely identifies the PDN that the GRE packet payload is associated with.

-
SWu interface is based on IKEv2 [9] and MOBIKE [18].

The EPS shall allow the operator to configure a type of access (3GPP or non-3GPP) as the "home link" for Client Mobile IP purposes.

NOTE:
Redundancy support on reference points PMIP-based S5 and PMIP-based S8 should be taken into account.

4.4.2
Reference Point Requirements

4.4.2.1
S5 Reference Point Requirements

Both the GTP and PMIP variants of the S5 reference point shall satisfy the following architectural principles:

-
There shall be only one radio interface protocol stack defined, common for both S5 variants, including both radio layer and Non-Access Stratum protocols.

-
There shall be only one S6a interface defined common to both S5 variants. There may be a need for different information elements specific to PMIP-based or GTP-based variants of S5 but differences due to the S5 variants should be minimized.

-
In the non-roaming case, there shall be only one Gxinterface defined for transfer of policy and charging rules, common to both S5 variants. There may be a need for different information elements specific to PMIP-based or GTP-based variants of S5 but differences due to the S5 variants should be minimized.

-
Differences between S5 variants in terms of functional split between the endpoints should be minimized.

The S5 reference point shall fulfil the following requirements:

-
S5 shall allow access to multiple PDNs. It shall be possible to allow an UE to connect to different packet data networks. It shall also be possible to support a UE with concurrent connections to several packet data networks.

-
S5 shall be able to transport both IPv4 and IPv6 user plane traffic independent of IP version of the underlying IP transport network.

-
S5 shall support fault handling. There should be mechanisms to identify and signal faults for groups of mobiles – e.g., if a large node handling millions of terminals goes down.

NOTE:
As further development of the architecture takes place as well as when additional functionality such as MBMS, LCS etc. are addressed, further requirements will be needed.

4.4.2.2
Gx Reference Point Requirements

The Gx reference point shall satisfy the following architectural principles:

-
Gx shall be based on an evolution of the Gx application specified in TS 29.212 [26];

-
Gx shall support transfer of PCC information at the SDF (Service Data Flow) level;

-
Gx shall support transfer of access network and location information.

4.4.2.3
Gxa/b/c Reference Point Requirements

The Gxa/b/c reference point shall satisfy the following architectural principles:

-
Gxa/b/c shall be based on an evolution of the Gx application specified in TS 29.212 [26];

-
Gxa/b/c shall support transfer of QoS parameters and related packet filters;

-
Gxa/b/c shall support transfer of control information.

4.4.2.4
S9 Reference Point Requirements

The S9 reference point shall satisfy the following architectural principles:

-
S9 shall be based on an evolution of the Rx/Gx application specified in TS 29.212 [26] and TS 29.214 [27];

Editor's note:
It is FFS what components of Rx and Gx will be used by S9.

-
S9 shall support transfer of PCC information at the SDF (Service Data Flow) level for the Local Breakout;

-
S9 shall support transfer of QoS parameters and related packet filters for all other cases;

-
S9 shall support transfer of control information;

-
Gxa or S9 are terminated in the Trusted non-3GPP Accesses, if supported.

4.5
High Level Functions

4.5.1
PDN GW Selection Function for Non-3GPP Accesses
PDN Gateway selection for non-3GPP accesses uses similar mechanisms as defined in TS 23.401 [4], with the following modification:

-
The PDN Gateway selection function interacts with the 3GPP AAA Server or 3GPP AAA Proxy and uses subscriber information provided by the HSS to the 3GPP AAA Server and possibly additional criteria.

During the initial authorization, PDN Gateway selection information for each of the subscribed PDNs is returned to the non-3GPP access system. The PDN Gateway selection information includes:

-
an IP address of a PDN GW and an APN; or

-
an APN and an indication whether the allocation of a PDN GW from the visited PLMN is allowed or a PDN GW from the home PLMN shall be allocated.

This enables the entity requiring the address of the gateway to proceed with selection. Once the selection has occurred, the PDN Gateway registers its association with a UE and the APN with the AAA/HSS. This permits the 3GPP AAA Server or Proxy to provide association of the PDN Gateway address and the related APN subsequently.

In the case that a UE already has assigned PDN Gateway(s), the IP address(es) of the already allocated PDN Gateway(s) are returned by the 3GPP AAA Server or Proxy during the authorization step. This eliminates the need to repeat PDN Gateway selection for the PDNs the UE is already connected with.

Upon mobility between 3GPP and non-3GPP accesses, PDN Gateway selection information for the subscribed PDNs the UE is not yet connected with is returned to the target access system as done during initial attachment. For the PDNs the UE is already connected with transfer of PDN GW information takes place as defined below:

-
If a UE attaches to a non-3GPP access and it already has assigned PDN Gateway(s) due to a previous attach in a 3GPP access, the HSS provides the IP address(es) of the already allocated PDN Gateway(s) with the corresponding PDN information to the 3GPP AAA server over the SWx reference point. The PDN gateway's address(es) is sent during the attach procedure in the non-3GPP access.

-
If a UE attaches to a 3GPP access and it already has an assigned PDN Gateway(s) due to a previous attach in a non-3GPP access, the HSS provides the IP address(e) of the already allocated PDN Gateway(s) with the corresponding PDN information to the MME over the S6a reference point. The PDN gateway address(es) is sent during the attach procedure in the 3GPP access.

The HSS receives the values of the addresses of all allocated PDN GWs and the corresponding PDN information for a given UE, from both the 3GPP AAA and also from the MME, depending on the currently in-use access. The HSS is responsible for the storage of PDN GW address information.

Editor's Note:
It is FFS whether the PDN Gateway selection mechanism defined in 23.401 can be used to determine the Serving Gateway.

The interaction between the 3GPP AAA Server and the HSS is not explicitly presented in several figures of this specification. Though these entities are depicted as "AAA/HSS" in these figures, these functions are distinct and interact over the SWx interface as described in this subclause.

NOTE:
The location of the PDN GW selection function depends upon the type of S2 interface used for attachment and the IP mobility mechanism being used.

-
For PMIPv6 on S2a/b, the entity requesting the PDN Gateway is the entity acting as Mobile Access Gateway (MAG). It's FFS for home routed roaming case with an anchor in the VPLMN.

-
For MIPv4 FA mode on S2a, the entity requesting the PDN Gateway is the entity that plays the role of the FA. It's FFS for home routed roaming case with an anchor in the VPLMN.

Additionally, for the S2c reference point, the UE needs to know the IP address of the PDN Gateway for the PDN the UE wants to connect to. This address is made known to the UE with one of the following ways:

1)
Via attach procedure for 3GPP access (as defined in TS 23.401)

2)
Via IKEv2 during tunnel setup to ePDG

3)
The UE can request a PDN Gateway address in a given PDN via DHCP

4)
If the IP address of the PDN GW is not delivered using options 1-3 above the UE can resolve an FQDN corresponding to a PDN via DNS.

Editor's note:
It is FFS under which conditions (e.g. in which accesses) the above methods can be used

Editor's Note:
It is FFS how the FQDN in alternative 4 is constructed from available information. For example the UE could use home APN (or W-APN) and well known strings (e.g., "homeagent") to construct such an FQDN.

Editor's Note:
The mechanism for mobility mode selection (i.e. host-based vs. network-based mobility) is FFS.

For the S2c reference point, the network can force a reallocation of the PDN Gateway selected upon initial DSMIPv6 bootstrapping for the PDN the UE wants to connect to. This may happen if one of the following situations occurs:

-
The UE has done initial network attachment on an access system supporting network-based mobility, but the PDN Gateway discovered by the UE for the S2c reference point is different from the PDN Gateway allocated at initial network attachment. In this case, to enable IP address preservation based on DSMIPv6 upon inter-system mobility, the network must trigger a PDN Gateway reallocation for the S2c reference point, to re-direct the UE to the PDN Gateway that was selected upon initial network attachment.

-
The UE has done initial network attachment over S2c and, relying on DNS, has discovered a sub-optimal PDN Gateway. In this case, based on operator's policies, the network can optionally trigger a PDN Gateway reallocation to re-redirect the UE to a PDN Gateway that can provide better performance.

Editor's Note:
It is FFS if PDN Gateway reallocation for the S2c reference point is triggered by the AAA/HSS, by the PDN Gateway itself or whether both the options are possible.

Editor's Note:
It is FFS if PDN Gateway reallocation for the S2c reference point is executed during the establishment of the DSMIPv6 security association or at the first BU/BA exchange.

Editor's Note:
How the PDN GW address is sent to the Serving GW in the chained S2/S8 case is FFS.

*************************  Next Change ***************************

4.8.1
Architecture for Access Network Discovery Support Functions

The following architecture may be used for access network discovery and selection. The support and the use of these functions and interfaces are optional.
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Figure 4.8.1.1-1: Architecture for Access Network Discovery Support Functions

4.8.2
Network Elements

4.8.2.1
Access Network Discovery and Selection Function (ANDSF)

It contains data management and control functionality necessary to provision network discovery and selection assistance data as per operators' policy. The ANDSF is able to initiate data transfer to the UE, based on network triggers, and respond to requests from the UE.

NOTE:
The usage of ANDSF capabilities is intended for scenarios where access-network level solutions are not sufficient for the UE to perform Network Discovery and Selection of non-3GPP technologies according to operator policies.

Editor's Note:
The relation of the ANDSF to other EPS functions is FFS.

4.8.3
Reference Points

S14
This reference point is between UE and ANDSF for direct queries via pull. It enables dynamic provision of information to the UE for NW discovery and selection procedures related to non-3GPP accesses. Push and/or combination of Pull-Push may be supported as well".

S15
This reference point enables dynamic exchange of information between ANDSF and non-3GPP IP access. It is FFS for which non-3GPP IP accesses this interface is needed and supported. It is FFS which mechanisms (push or pull) are supported. It is FFS how information received from ANDSF is utilized by a particular access system.

Protocol assumption:

-
S14 interface is realized above IP level.

4.9

Authentication and Security

Non-3GPP access authentication defines the process that is used for Access Control i.e. to permit or deny a subscriber to attach to and use the resources of a non-3GPP IP access which is interworked with the EPC network. Non-3GPP access authentication signalling is executed between the UE and the 3GPP AAA server/HSS. The authentication signalling may pass through AAA proxies.

If 3GPP based access authentication is required, it is executed across a SWa/STa reference point as depicted in the EPS architecture diagram. Following principles shall apply in this case:

-
Transport of authentication signalling shall be independent of the non-3GPP IP Access technology.

-
Access authentication signalling shall be based on IETF protocols, for e.g., Extensible Authentication Protocol (EAP) as specified in RFC 3748 [11].

-
Access authentication signalling procedures shall be based on the I-WLAN Access Authentication procedures described in TS 33.234 [7].

4.10
QoS Concepts

4.10.1
General

The QoS model that is applied in conjunction with PMIP-based reference points does not use bearer IDs in user plane packets. Instead it is based on packet filters and associated QoS parameters (QCI, ARP, MBR, GBR) provided to the access system through off-path signalling.

The PCRF signals the same packet filters and associated QoS parameters over Gxa, Gxb and Gxc as over S7; in other words the granularity of the QoS information that is passed over Gxa, Gxb and Gxc is the same as over S7.

4.10.2
PCC/QoS Principles

The following are the principles around PCC/QoS functionality:

1)
Full PCEF with service-aware end-user charging is located only in PDN-GW.

2)
Bearer binding for the S1 interface in case of S5/S8(PMIP) is to be performed in the SGW. This does not impact SGW relocation.

3)
To enable S1 bearer binding in case of S5/S8(PMIP), off-path signalling is applied from the PCRF to SGW. The information transferred across this signalling interface is assumed to be using Gx as a basis.

4)
To enable bearer binding for non-3GPP accesses, off-path signalling is applied from the PCRF to the non-3GPP bubble in case the non-3GPP access supports PCC. The information transferred across this signalling interface is assumed to be using Gx as a basis. For the roaming case this interface can also terminate in the ePDG, it is FFS if this signalling interface would also terminate in the ePDG for the non-roaming case.

5)
The visited network has the capability to reject the QoS authorized by the home network based on the visited network operator policies.

6)
The signalling interface described in 3) and 4) is assumed to be the same.

4.10.3
The EPS Bearer with PMIP-based S5/S8 and E-UTRAN access
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Figure 4.10.3-1: Two Unicast EPS bearers (PMIP-based S5/S8 and E-UTRAN access)

For PMIP-based S5/S8 and E-UTRAN access, an EPS bearer consists of the concatenation of one Radio Bearer and one S1 bearer. The PDN Connectivity Service between a UE and an external packet data network is supported through a concatenation of an EPS Bearer and IP connectivity between Serving GW and PDN GW. QoS control between a Serving GW and a PDN GW is provided at the Transport Network Layer (TNL).

The EPS bearer is realised by the following elements:

-
An UL TFT in the UE binds an SDF to an EPS bearer in the uplink direction. Multiple SDFs can be multiplexed onto the same EPS bearer by including multiple uplink packet filters in the UL TFT.

-
A DL TFT in the Serving GW binds an SDF to an EPS bearer in the downlink direction. Multiple SDFs can be multiplexed onto the same EPS bearer by including multiple downlink packet filters in the DL TFT.

-
A radio bearer transports the packets of an EPS bearer between a UE and an eNodeB. There is a one-to-one mapping between an EPS bearer and a radio bearer.

-
An S1 bearer transports the packets of an EPS bearer between an eNodeB and a Serving GW. There is a one-to-one mapping between an EPS bearer and a S1 bearer.

-
A per UE per PDN tunnel transports the packets of an EPS bearer between a Serving GW and a PDN GW. There is a many-to-one mapping between an EPS bearer and this per UE, per PDN tunnel.

-
A UE stores a mapping between an uplink packet filter and a radio bearer to create the binding between an SDF and a radio bearer in the uplink.

-
An eNodeB stores a one-to-one mapping between a radio bearer and an S1 bearer to create the binding between a radio bearer and an S1 bearer in both the uplink and the downlink direction.

-
A Serving GW stores a one-to-one mapping between a downlink packet filter and an S1 bearer to creating the binding between an SDF and an S1 bearer in the downlink.

4.10.4
Application of PCC in the Evolved Packet System

EPS supports both static and dynamic PCC deployment options as specified in TS 23.401 [4].

NOTE:
The local configuration of PCEF static policy and charging control functionality is not subject to standardization and is not based on subscription information.

In case of non-3GPP access that does not support an Gxa/b or S9 interface, static QoS policies (e.g. based on subscription QoS parameters for default connectivity) may be provided to the non-3GPP access through the AAA infrastructure. To perform policy enforcement according to the subscription QoS parameters for default connectivity, additional information may be provided to the PDN GW in one of the following ways:

-
from the PCRF, if present and if the PDN GW supports the Gx interface;

-
from the 3GPP AAA Server through the S6b interface in the form of a static QoS profile.

NOTE:
In the latter case the PCEF may change the provided values based on interaction with the PCRF or based on local configuration.

*************************  Next Change ***************************

5.1.3
Control Plane

5.1.3.1
Serving GW - PDN GW
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Legend:

-
The control part of PMIPv6 [8] protocol is used for signalling messages between Serving GW and PDN GW (S5 or S8).

Figure 5.1.3.1-1: Control Plane for PMIP-based S5 and PMIP-based S8 Interfaces

5.1.4
User Plane

5.1.4.1
UE – PDN GW User Plane with E-UTRAN
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Legend:

-
On the S5/S8 interface, the tunnelling layer implements GRE encapsulation applicable for PMIPv6 [36].

-
MME controls the user plane tunnel establishment and establishes User Plane Bearers between eNB and Serving GW.

-
LTE-Uu: The radio protocols of E-UTRAN between the UE and the eNB are specified in TS 36.300 [6].

Figure 5.1.4.1-1: User Plane for E-UTRAN

5.1.4.2
UE – PDN GW User Plane with 2G access via the S4 Interface
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Legend:

-
On the S5/S8 interface, the tunnelling layer implements GRE encapsulation applicable for PMIPv6 [36].

-
Protocols on the Um and the Gb interfaces are described in the TS 23.060 [21].

Figure 5.1.4.2-1: User Plane for A/Gb mode

5.1.4.3
UE – PDN GW User Plane with 3G Access via the S4 Interface
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Legend:

-
On the S5/S8 interface, the tunnelling layer implements GRE encapsulation applicable for PMIPv6 [36].

-
Protocols on the Uu and the Iu interfaces are described in the TS 23.060 [21].

Figure 5.1.4.3-1: User Plane for Iu mode

5.1.4.4
UE – PDN-GW User Plane with 3G Access via the S12 Interface
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Legend:

-
On the S5/S8 interface, the tunnelling layer implements GRE encapsulation applicable for PMIPv6 [36].

-
Protocols on the Uu interface are described in the TS 23.060 [21].

-
SGSN controls the user plane tunnel establishment and may establish a Direct Tunnel between UTRAN and Serving GW.

Figure 5.1.4.4-1: User Plane for UTRAN mode and Direct Tunnel on S12

5.2
Initial E-UTRAN Attach with PMIP-based S5 or S8
This section is related to the case when the UE powers-on in the LTE network with PMIP-based S5 or S8 interface and includes the case of roamers from a GTP network into a PMIP network when PMIP-based S5 is used to connect the Serving GW and the PDN GW of the visited PLMN. Proxy Mobile IP is used on S5 or S8 interface. It is assumed that the MAG is collocated with the Serving GW for the PMIPv6 procedure between the Serving GW and the PDN GW.
When only GTP-based S5 or S8 connections are established for roamers from a GTP network into a PMIP network the procedure as described in TS 23.401 [4] applies.
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Figure 5.2-1: Initial E-UTRAN attach with PMIP-based S5 or S8
This procedure applies to the Non-Roaming (Figure 4.2.1-1), Roaming (Figure 4.2.1-2) and Local Breakout (Figure 4.2.3-5) cases. For the Roaming and Local Breakout cases, the vPCRF forwards messages between the Serving GW and the hPCRF. In the Local Breakout case, the vPCRF forwards messages between the PDN GW and the hPCRF.

The optional interaction steps between the gateways and the PCRF in the procedures in Figure 5.4.2.6-1 only occur if dynamic policy provisioning is deployed. Otherwise policy may be statically configured with the gateway.

A.1)
The Serving GW sends a Gateway Control Session Termination (MN-NAI) to the PCRF to clean up after the active bearers that are no longer required.

A.2)
The PCRF sends an Acknowledge Gateway Control Session Termination message to the Serving GW indicating the removal of the Gateway Control session.

A.3)
The Serving GW sends a Proxy Binding Update (MN NAI, lifetime=0) message to the PDN GW. The MN NAI identifies the UE. The lifetime field indicates that the message is used to de-register the UE at the PDN-GW.

Editor's note:
How the Proxy Binding Update message is secured is FFS.

A.4)
The PDN GW deletes the IP CAN session associated with the UE and sends an Indication of IP CAN Session Termination message to the PCRF.

A.5)
The PCRF sends an Acknowledge IP CAN Session Termination message to the PDN GW indicating the removal of the IP CAN session.

A.6)
The PDN GW responds to the Serving GW with the result of the deregistration with Proxy Binding Update Acknowledgement message.

Steps between A.3 and B.1 are described in TS 23.401, Section 5.4.2.

Steps B.1 through B.6 are the same as Steps A.1 through A.6.

C.1)
The Serving GW sends a Proxy Binding Update (MN NAI, Lifetime, APN, Additional Parameters) to the PDN GW in order to establish the new registration. The MN NAI identifies the UE for whom the message is being sent. The Lifetime field must be set to a nonzero value in the case of a registration. The APN may be necessary to differentiate the intended PDN from the other PDNs supported by the same PDN GW. The optional Additional Parameters may contain information, for example, protocol configuration options.

Editor's note:
How the Proxy Binding Update message is secured is FFS.

Editor's Note:
It is FFS how the PDN GW determines IP CAN type when PCC is not supported.

Editor's Note:
How Static IP Address information is conveyed to the PDN GW is FFS.

C.2)
The PDN GW sends an Indication of IP CAN Session Establishment (MN-NAI, APN, IP CAN Type , IP address(es)) message to the PCRF. The MN NAI is used to identify the subscriber. The APN enables identification of the session along with the subscriber. The IP CAN Type identifies the type of access from which the IP CAN the Session is established. The IP Addresses are used to establish policy rules.

Editor's Note:
The details of this section may be more appropriately added to TS 23.203 than TS 23.402.

C.3)
The PCRF responds to the PDN GW with an Acknowledge of IP CAN Session Establishment (PCC Rules, Event Triggers) message. This message includes the Policy and Charging rules provisioned to the PDN GW initially. and triggers for events that must be reported by the PDN GW.

Editor's Note:
The details of this section may be more appropriately added to TS 23.203 than TS 23.402.

C.4)
The PDN GW responds with a PMIP Binding Acknowledgement (MN NAI, Lifetime, UE Address Info, Additional Parameters) message to the Serving GW. The MN NAI is identical to the MN NAI sent in the Proxy Binding Update. The Lifetime indicates the duration the binding will remain valid. The UE address info returns the IP Address assigned to the UE. The optional Additional Parameter information element may contain other information, including for example Protocol Configuration Options.

Editor's Note:
It is FFS how to handle deferred IP Address Allocation when PMIP-based S5/S8 is employed.

C.5)
The Serving GW sends a Gateway Control Session Establishment (IP CAN Type, MN NAI, APN, RAT Type, IP Address(es), Subscribed QoS, AMBR) message to the PCRF to obtain the rules required for the Serving GW and establish a control session. The Serving GW sends information, including the IP CAN Type supported by the Serving GW; the UE's MN NAI to identify the subscriber; the APN requested, to be used in hPCRF selection to locate the PCRF function with the corresponding IP CAN session established by the PDN GW; the RAT-type, the IP Address(es) of the UE; the Subscribed QoS information sent to the Serving GW from the MME; and the AMBR. These information elements are needed by the PCRF to determine PCC rules for the UE's IP-CAN session established in step C.2 above.

Editor's Note:
The details of this section may be more appropriately added to TS 23.203 than TS 23.402.

C.6)
The PCRF sends a Policy and Charging Rules Provision (PCC Rules, Event Triggers) message to the PDN GW to update PCC rules based on information sent by the S-GW in the preceding step. PCC Rules define the policy handling the PCEF is required to enforce.

C.7)
The PDN GW responds to the PCRF with a PCC Decision Ack (Result) indicating whether the PDN GW was successful deploying the PCC rules.

C.8)
The PCRF sends an Acknowledge Gateway Control Session Establishment (QoS Rules, Event Triggers) message to the Serving GW including QoS policy rules for the Serving GW to perform Bearer Binding and other functions described in Section 5.5. The Event Triggers indicate events that the Serving GW will report to the PCRF, such as subsequent change of RAT Type.

Editor's Note:
PDN GW address and Serving GW address selection is as described in the clause "GW selection" in TS 23.401

*************************  Next Change ***************************

5.5
UE-initiated Resource Request and Release

This section is related to the case when UE-initiated resource request and release is supported, and it is utilized for the PMIP-based S5/S8 SDFs.

Figure 5.5 -1 depicts the procedure for the roaming and non-roaming cases.

In the non-roaming case, vPCRF will not be involved.
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Figure 5.5-1: UE-initiated resource request/release with PMIP-based S5/S8

1.
The Serving GW sends a "Gateway Control and QoS Policy Rules Request" message to the PCRF. In this message, the requested SDF QoS and the relevant TFT filters are provided to the PCRF. In the roaming case, PCC signalling is sent via a vPCRF in the vPLMN.

2.
The PCRF makes a PCC decision as per the QoS policy request.

3.
The PCRF sends a "Policy and Charging Rules Provision" message to the PDN GW..

4.
The PDN GW indicates to the PCRF whether the requested PCC decision can be enforced or not by sending a Provision Ack message.

5.
The PCRF sends a "Gateway Control and QoS Policy Rules Reply" message to the Serving GW. The Serving GW enforces the received QoS policy with the relevant access specific procedure (e.g. Dedicated bearer activation, modification or deactivation procedure).

Steps after 5 are described in TS 23.401 [4], Section 5.4.{1,2,3}.

*************************  Next Change ***************************

6.2.2
Initial Attach Procedure with PMIPv6 on S2a and Chained S2a and GTP-based S8
This procedure applies to both PMIPv6 on S2a and to PMIPv6 on S2b.
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Figure 6.2.2-1: Default Bearer establishment for GTP-based S8 – S2a/b chained scenario

1.
The initial access authentication and authorization is performed as described in steps 1-3 in clause 6.2.1 (for trusted non-3GPP access) and step 1 in clause 7.2.1 for untrusted non-3GPP access. As part of this procedure a static QoS profile for the subscriber may be sent to the non-3GPP access / ePDG.

2.
The Trusted Non-3GPP IP Access / ePDG sends a Proxy Binding Update message (MN_NAI) to the Serving GW in the vPLMN.

Editor's note:
How the Proxy Binding Update message is secured is FFS.

Editor's note:
Serving GW selection is FFS.

3.
The Serving GW requests the QoS profile for the subscriber/PDN pair from the AAA Proxy.

4.
The Proxy AAA request the QoS profile for the subscriber/PDN pair from the home network.

5.
The AAA proxy responses with the QoS profile for the subscriber/PDN pair to the Serving GW.

NOTE:
Steps 3-5 are not needed for retrieval of QoS information if the S-GW is configured with a static default bearer QoS.

Editor's Note:
How the S-GW receives the PDN-GW address is FFS. Alignment of steps 3-5 with the method to deliver PDN GW address to the S-GW is FFS.

Editor's Note:
It is FFS how S8 protocol choice is provided to the Serving GW.

6.
The Serving GW sends a Create Default Bearer Request (Serving GW address for the user plane, Serving GW TEID for the user plane, Serving GW TEID of the control plane, RAT type, Default Bearer QoS, PDN Address Allocation, AMBR) to the PDN GW.

7.
PDN-GW may interact with the PCRF for provisioning of PCC rules.

8.
The PDN GW Sends a Create Default Bearer Response (PDN GW address for the user plane, PDN GW TEID of the user plane, PDN GW TEID of the control plane, PDN Address Information; Default Bearer QoS) to the Serving GW. This results in the establishment of a GTP-C and GTP-U tunnel between the two gateways.

Editor's Note:
Details on alternatives for IP address allocation in the chained S2a/b – GTP-based S8 case is FFS.

9.
The Serving GW sends a Proxy Binding Ack message (MN_NAI, PDN Address Information) to the Trusted Non-3GPP IP Access / ePDG. A PMIPv6 tunnel is established between the Trusted Non-3GPP IP Access /ePDG and the Serving GW. To this is concatenated a GTP tunnel between the Serving GW and the PDN GW.

*************************  Next Change ***************************

7.2
Initial Attach on S2b with PMIPv6

7.2.1
Initial Attach with PMIPv6 on S2b Including the Chained S2b and PMIP-based S8 Case

This section is related to the case when the UE powers-on in an untrusted network via S2b interface.

In the non-roaming case, PMIPv6 [8] is used to setup a PMIPv6 tunnel between the ePDG and the PDN GW. It is assumed that MAG is collocated with ePDG. The IPsec tunnel between the UE and the ePDG provides a virtual point-to-point link between the UE and the MAG functionality on the ePDG.

In the non-roaming case (as in Figure 4.2.2-1), none of the optional entities in Figure 7.2.1-1 are involved.

The optional entities are involved in other cases.

-
In the roaming cases, however, the 3GPP AAA Proxy mediates all interaction between the 3GPP AAA Server in the PLMN and entities in the vPLMN and non-3GPP access.

-
In the LBO case, interaction between hPCRF in the HPLMN and the PDN GW in the vPLMN and non-3GPP access occurs by way of the vPCRF in the vPLMN. In both these cases, messages are relayed by the optional entities towards and from the hPLMN.

-
In the case of home routed traffic in the roaming case with anchor in visited Serving GW, PMIPv6 [8] is also used to setup PMIPv6 tunnels between the Serving GW and the PDN GW (i.e. S8). It is assumed that the MAG is collocated with visited Serving GW for the PMIPv6 procedure between the Serving GW and the PDN GW.
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Figure 7.2.1-1: Initial attachment when Network-based MM mechanism are used over S2b for roaming, non-roaming and LBO

NOTE:
Before the UE initiates the setup of an IPsec tunnel with the ePDG it configures an IP address from an untrusted non-3GPP access network. This address is used for sending all IKEv2 [9] messages and as the source address on the outer header of the IPsec tunnel.

If dynamic policy provisioning is not deployed, the optional steps in the procedure are not applied.

1)
The IKEv2 tunnel establishment procedure is started by the UE. The UE may indicate in a notification part of the IKEv2 authentication request that it supports MOBIKE. The ePDG IP address to which the UE needs to form IPsec tunnel is discovered via DNS query as specified in section 4.5.3. After the UE is authenticated, UE is also authorized for access to the APN. The procedure is as described in TS 33.234 [7]. The PDN GW address is determined at this point as described in section 4.5.1. The PDN GW information is returned as part of the reply from the 3GPP AAA Server to the ePDG. This may entail an additional name resolution step, issuing a request to a DNS Server.

2)
The ePDG sends the Proxy Binding Update message to the PDN GW. The proxy binding update message shall be secured. The figure applies to all supported scenarios:

-
In the case of non-roaming and roaming with home routed traffic anchored in the PDN GW the message is sent to the PDN GW in the HPLMN.

-
In the case of roaming with local breakout the message is sent to the PDN GW in the VPLMN.

-
In case home routed traffic anchored in the Serving GW, the entity in the Trusted non-3GPP IP Access acting as a MAG sends the "Proxy Binding Update" to the Serving GW in the VPLMN, The Serving GW in the VPLMN then relays the message to the PDN GW in the HPLMN.

Editor's note:
How the Proxy Binding Update message is secured is FFS.

3)
The PDN GW sends an Indication of IP CAN Session Establishment message to the PCRF. Otherwise, the PDN GW may employ configuration information to establish policy. In the case of LBO, the PDN GW sends the message to the vPCRF in the VPLMN. The vPCRF then forwards the message to the hPCRF in the HPLMN.

4)
The hPCRF responds with an Acknowledge IP CAN Session Establishment message, including the policy the PDN GW will enforce. In the case of LBO, the hPCRF sends the message to the vPCRF in the VPLMN. The vPCRF then forwards the message to the PDN GW in the VPLMN.

5)
The selected PDN GW informs the 3GPP AAA Server of the PDN GW address. The 3GPP AAA Server then informs the HSS of the PDN GW address for the UE.
Editor's note:
It is FFS whether this step can be avoided, e.g. if the PDN GW address is already known by the AAA/HSS by other means.

6)
The PDN GW processes the proxy binding update and creates a binding cache entry for the UE. The PDN GW allocates an IP address for the UE. The PDN GW then sends a Proxy Binding Ack to the ePDG, including the IP address allocated for the UE. The figure applies to all supported scenarios:

-
In the case of non-roaming and roaming with home routed traffic anchored in the PDN GW the message is sent by the PDN GW in the HPLMN to the ePDG in the VPLMN. A PMIPv6 tunnel is set up between the ePDG and the PDN GW (shown in Step 9).

-
In the case of roaming with local breakout the message is sent by the PDN GW in the VPLMN to the ePDG in the VPLMN. A PMIPv6 tunnel is set up between the ePDG and the PDN GW (shown in Step 9)

-
In case home routed traffic anchored in the Serving GW, the message is sent by the PDN GW in the HPLMN to the Serving GW in the VPLMN, The Serving GW in the VPLMN then relays the message to the ePDG in the VPLMN. A PMIPv6 tunnel is set up between the ePDG and the Serving GW, and between the Serving GW and the PDN GW (shown in Step 9).

NOTE:
If UE requests for both IPv4 and IPv6 addresses, both are allocated. If the UE requests for only IPv4 or IPv6 address only one address is allocated accordingly.

7)
After the BU is successful, the ePDG is authenticated by the UE.

8)
The ePDG sends the final IKEv2 message with the IP address in IKEv2 Configuration payloads.

9)
IP connectivity from the UE to the PDN GW is now setup. Any packet in the uplink direction is tunnelled to the ePDG by the UE using the IPSec tunnel. The ePDG then tunnels the packet to the PDN GW. From the PDN GW normal IP-based routing takes place. In the downlink direction, the packet for UE (HoA) arrives at the PDN GW. The PDN GW tunnels the packet based on the binding cache entry to the ePDG. The ePDG then tunnels the packet to the UE via proper IPsec tunnel.

7.2.2
Initial Attach Procedure with PMIPv6 on S2b and Chained S2b and GTP-based S8
This procedure is described in Section 6.2.2.

*************************  Next Change ***************************

8.2.4
Trusted Non-3GPP IP Access to 3GPP Access Handover with PMIPv6 on S2a and Chained S2a and GTP-based S8
The steps involved in the handover from a trusted non-3GPP IP access to 3GPP Access connected to EPC are depicted below for roaming cases with chained S2a and GTP-based S8. It is assumed that while the UE is served by the trusted non-3GPP IP access, a PMIPv6 tunnel is established between the non-3GPP access network and the Serving GW in the EPC and a GTP tunnel between the Serving GW and the PDN GW.

[image: image34.emf] 

New    Serving GW   PDN  GW    hPCRF    

UE  

Trusted  Non - 3GPP IP   Access  

3GPP  Access   MME   /SGSN   Serving  GW   

HSS/  AAA  

 

1.  PMIPv6 Tunnel  

 

 

  

15. GTP   Tunnel  

  5. Radio and Access Bearer  

 

vPCRF    

AAA  Proxy    

Roaming Scenarios  

 

1. GTP  Tunnel  

   

2.  -  14. Procedure as per Figure 8.2.1.1 - 1  

15.  Radio and Access Bearer  

16. Non - 3GPP EPS Bearer Release  


Figure 8.2.4-1: Handover from Trusted Non-3GPP IP Access to 3GPP Access with chained S2a and GTP-based S8 anchored in the visited network

NOTE:
The flow here assumes that this is an initial attach of the UE and no bearers for the UE exists in E-UTRAN.

Editor's Note:
The alignment of the handover procedure with the attach procedure over PMIP based S5/S8 is FFS.

Editor's Note:
The documentation of handover from trusted non-3GPP IP Access to legacy 2G/3G is FFS.

NOTE: The following procedure assumes that the Serving GW that was anchoring the non-3GPP IP Access is not necessarily anchoring the target 3GPP Access after the handover completes.

Editor's Note:
The case of using the same Serving GW is FFS.

1.
The UE uses a trusted non-3GPP access system. A PMIPv6 tunnel is established between the trusted non-3GPP access and the Serving GW. Then a GTP tunnel is concatenated between the Serving GW and the PDN GW.

2-14.
The UE discovers and attaches to the 3GPP access as defined in Step 2-14 of Section 8.2.1.1.

15.
The UE sends and receives data via the 3GPP access.

16.
The PDN GW triggers resource release in the non-3GPP access. The exact signalling messages used in order to release the EPS bearers in the non-3GPP Access are FFS.

8.2.5
3GPP Access to Trusted Non-3GPP IP Access Handover with PMIPv6 on S2a and Chained S2a and GTP-based S8
The steps involved in the handover for chained S2a and GTP-based S8 from 3GPP Access connected to the EPC to trusted non-3GPP IP access are depicted below for the case of roaming with home routed traffic with anchoring in the Serving GW in the VPLMN. It is assumed that while the UE is served by the 3GPP Access, a PMIPv6 or GTP tunnel is established between the Serving GW and the PDN GW in the evolved packet core.
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Figure 8.2.5-1: Handover from 3GPP Access to Trusted Non-3GPP IP Access with chained S2a and GTP-based S8 anchored in the visited network

NOTE:
The following procedure assumes that the Serving GW that was anchoring the 3GPP Access is not necessarily anchoring the target non-3GPP IP Access after the handover completes.

Editor's Note:
The case of using the same Serving GW after the handover is FFS.

1.
The UE is connected in the 3GPP Access and has a GTP tunnel on the S8 interface.

2.
The UE discovers the trusted non-3GPP IP access system and determines to transfer its current sessions (i.e. handover) from the currently used 3GPP Access to the discovered trusted non-3GPP IP access system.


The mechanisms that aid the UE to discover the trusted non-3GPP IP access system are specified in Section 4.8 (Network Discovery and Selection).

3.
The UE performs access authentication and authorization in the non-3GPP access system. The 3GPP AAA server authenticates and authorizes the UE for access in the trusted non-3GPP system. The appropriate Serving GW is selected The 3GPP AAA proxy returns the Serving GW address to the trusted non-3GPP access system at this step (upon successful authentication and authorization). The authentication credentials are relayed from the AAA proxy in the visited PLMN to the HSS/AAA in the HPLMN.

4.
After successful authentication and authorization, the L3 attach procedure is triggered.

5.
The entity in the Trusted non-3GPP IP Access acting as a MAG sends a PMIPv6 Proxy Binding Update message (MN_NAI). As the traffic is anchored in the Serving GW, the entity in the Trusted non-3GPP IP access acting as a MAG sends the "Proxy Binding Update" to the Serving GW in the VPLMN.

Editor's Note:
Whether additional functionalities are required in the Serving GW for binding the PMIP tunnel to the GTP tunnel is FFS

6.
The Serving GW requests the QoS profile for the subscriber/PDN pair from the AAA Proxy.

NOTE:
Alternatively the Serving GW may be configured with a static default bearer QoS.

7.
The Proxy AAA request the QoS profile for the subscriber/PDN pair from the home network.

8.
The AAA proxy responses with the QoS profile for the subscriber/PDN pair to the Serving GW.

Editor's Note:
How the Serving GW receives the PDN GW address is FFS. Alignment of steps 6-8 with the method to deliver PDN GW address to the Serving GW is FFS.

Editor's Note:
How the Proxy Binding Update message is secured is FFS.

9.
The Serving GW sends a Create Bearer Request message to the PDN GW in the HPLMN as described in TS 23.401. The PDN GW should not switch the tunnel from non-3GPP IP access to 3GPP access system at this point.

10.
PDN GW may interact with the PCRF for provisioning of PCC rules.

11.
The PDN GW responds with a Create Bearer Response message to the Serving GW as described in TS 23.401.The Create Bearer Response contains the IP address or the prefix that was assigned to the UE while it was connected to the non-3GPP IP access.

12.
The Serving GW processes the proxy binding update and updates the binding cache entry for the UE. It confirms the IP address (es) for the UE sending a "Proxy Binding Acknowledgement (PBA)" to the MAG function in Trusted non-3GPP IP Access, including the IP address (es) allocated for the UE.

13.
L3 attach procedure is completed at this point. The IP address (es) assigned to the UE by the PDN GW is conveyed to the UE.

14.
The PMIPv6 tunnel is set up between the Trusted non-3GPP IP Access and the Serving GW and a GTP tunnel is established between the Serving GW and the PDN GW. The UE can send/receive IP packets at this point.

15.
The PDN GW triggers the bearer release in the 3GPP Access using the PDN GW initiated Bearer Deactivation procedure. The 3GPP access resources associated with the PDN address are released if existing

*************************  Next Change ***************************

9
Handovers with Optimizations Between E-UTRAN Access and CDMA2000 Accesses

9.1
Architecture and Reference Points

9.1.1
Architecture for Optimized 3GPP-HRPD Handovers
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Figure 9.1.1-1: Architecture for optimised 3GPP-HRPD handovers (non-roaming case)

NOTE:
Optimized handover supported by this architecture is intended for the scenario where the operator owns both the E-UTRAN access and the HRPD access, or where there is a suitable inter-operator agreement in place.

Depicted in Figure 9.1-1 is an access specific architecture providing support for optimised 3GPP-HRPD handovers.

9.1.2
Reference Points

9.1.2.1
Reference Point List

S101:
It enables interactions between EPS and HRPD access to allow for pre-registration and handover signalling with the target system.

S103:
This User Plane interface is used to forward DL data to minimize packet losses in mobility from E-UTRAN to HRPD.

*************************  Next Change ***************************

12
Interactions Between HSS and AAA Server

12.1
Location Management Procedures

The interaction between the 3GPP AAA Server and the HSS is not explicitly presented in several figures of this specification. Though these entities are depicted as "AAA/HSS" in these figures, these functions are distinct and interact over the SWx reference point. The location management procedures between HSS and 3GPP AAA Server is described in this clause.

Non-3GPP access location management procedures define the process in which the 3GPP AAA Server interacts with the HSS for the following purposes:

-
To register the current 3GPP AAA Server address in the HSS for a given 3GPP user. This procedure is invoked by the 3GPP AAA Server after a new subscriber has been authenticated by the 3GPP AAA Server. As part of the response, the HSS returns the subscriber's user profile data to the 3GPP AAA Server.

-
To register the current PDN GW address in the HSS for a given user. The allocated PDN GW address is provided by the AAA to the HSS.

-
To de-register the currently registered 3GPP AAA Server-address in the HSS for a given user and purge any related non-3GPP user status data in the HSS. The 3GPP AAA server de-registers its address and purges user status data when e.g. the UE has disappeared from non-3GPP access coverage, when another EPC core network entity (e.g. charging system) has initiated a disconnection, when a re-authentication failure in the 3GPP AAA Server occurs, etc. If a UE has changed to a 3GPP access RAT, the 3GPP AAA Server initiated De-Registration procedure should not affect any currently selected PDN GW address stored in the HSS and in use in the 3GPP access.

Editor's Note:
It is FFS how the HSS detects this.

-
HSS-initiated de-registration procedure to purge the UE from the 3GPP AAA server. This happens when the user's subscription has been cancelled or other operator-determined reasons. As a result, the 3GPP AAA server should deactivate any UE tunnel in the PDN GW and/or detach the UE from the access network.

The previous procedures are described in more detail in the following sub-sections. These procedures between the 3GPP AAA server and the HSS are common to all non-3GPP accesses, whether trusted or non-trusted, and are independent of the mobility protocol used.

12.1.1
UE Registration Notification

After a UE has successfully been authenticated and authorised by the 3GPP AAA server to make use of a given non-3GPP access (over SWa/STa), ePDG (over SWm) or PDN GW (over S6b for S2c), the 3GPP AAA server registers its address to the HSS, unless already done. In turn, the HSS should store the address of the registered 3GPP AAA server for the given user and mark the user as registered in the 3GPP AAA server. In the response, the HSS returns user profile data.
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Figure 12.1.1-1: UE Registration Notification

1.
Once the UE has been successfully authenticated by the 3GPP AAA server, the 3GPP AAA server sends a UE Registration Request (User Identity, 3GPP AAA Server address) to the HSS.

2.
The HSS checks that the user is known and that the stored 3GPP AAA server address is the same one stored for the user and that it is the same 3GPP AAA server that previously requested authentication vectors for this same user. If this is successful, the HSS marks the 3GPP AAA server as the registered 3GPP AAA server for user. The HSS responds with a UE Registration ACK (User Identity, Subscription Data). The subscription data includes information to be used by the PDN GW selection function or an already selected PDN GW address if present.

*************************  Next Change ***************************

12.2
Subscriber Profile Management Procedures

The interaction between the 3GPP AAA Server and the HSS is not explicitly presented in several figures of this specification. Though these entities are depicted as "AAA/HSS" in these figures, these functions are distinct and interact over the SWx reference point. The subscriber profile management procedures between HSS and 3GPP AAA Server is described in this clause.

This procedure is used between the 3GPP AAA Server and the HSS. The procedure is invoked by the HSS when the subscriber profile has been modified and needs to be sent to the 3GPP AAA Server. This may happen due to a modification of user profile data in the HSS.

The 3GPP AAA server may also explicitly request the HSS to send user profile data to it. This procedure is invoked when for some reason the subscription profile of a subscriber is lost or is corrupt or other in the 3GPP AAA server.

*************************  Next Change ***************************

Annex A (informative):
GTP - PMIP Roaming

The scenarios below identify and describe various deployment scenarios for interworking between EPC networks based on GTP and EPC network based on PMIP. The scenario described here is the direct peering scenario.

NOTE:
Identification of additional scenarios is FFS.

Editor's note:
Multiple PDN Connection needs to be supported, detailed solution is FFS.

A.1
Direct Peering Scenario

The "direct peering" scenario consists in having one of the two roaming partners provide support for both variants of roaming flavour (e.g. a PMIP operator would support GTP-based roaming interface towards a GTP-only roaming partner, or vice versa) in order to make roaming possible.

The support for such roaming flavour can be provided either on the same GW node or on different GW nodes. Upon establishment of connectivity for a specific roaming UE, the Visited network chooses a GTP-based or a PMIP-based S8 interface (on the same GW node or on different GW nodes, note that for a single user only a single Serving GW is allocated when connecting to EPC), depending on the preferences of the roaming partner that owns the subscriber.
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Figure A.1-1: Direct peering examples: a) PMIP-based VPLMN to GTP-based HPLMN; b) GTP-based VPLMN to PMIP-based HPLMN

Depicted in Figure A.1-1 (a) is an example of "direct peering" interworking between a GTP-based HPLMN and a PMIP-based VPLMN. When roamers whose subscription is owned by the GTP-based operator attach to the EPS network of the PMIP-based operator, they are assigned a GTP-capable GW acting in the role of SGW. The SGW selection is carried out by MME or SGSN based on the subscriber's HPLMN. In case of the Serving GW supporting both GTP and PMIP, the MME/SGSN should indicate the Serving GW which protocol should be used over S5/S8 interface.

Depicted in Figure A.1-1 (b) is an example of "direct peering" interworking between a PMIP-based HPLMN and a GTP-based VPLMN. When roamers whose subscription is owned by the PMIP-based operator attach to the EPS network of the GTP-based operator, they are assigned a GTP-capable SGW. The information provided by the PMIP-based HPLMN for the PGW selection function must take into account that the Visited network is GTP-only, in order to return either the IP address (or an APN that can be resolved to an IP address according to the PDN GW resolution mechanism) that points to a GTP-capable PDN GW.

Figure A.1-2 depicts the scenario in which a UE from a GTP-based network roams in a PMIP-based network, local breakout is used, and home-routed bearers are also possible. As with the home-routed case, the MME or SGSN in the PMIP-based VPLMN selects a GTP-capable Serving GW, but it selects a PMIP capable PDN GW. As a result, the SGW in this example supports both GTP and PMIP based S5/S8. This allows the local breakout bearer and any associated home-routed bearer for the user (e.g. the default bearer) to be served by the same Serving GW. Support of S9 may not be required in all local breakout scenarios.
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Figure A.1-2: Direct peering example: Local Breakout, UE from GTP HPLMN Roaming in PMIP VPLMN

Figure A.1-3 depicts the scenario in which a UE from a PMIP-based network roams into a GTP-based network and local breakout is used. As with the home-routed case, the MME/SGSN in the GTP-based VPLMN selects a GTP-capable Serving GW and the PDN GW selection function selects a GTP-capable PDN GW. This allows the local breakout bearer and any associated home-routed bearer for the user (e.g., the default bearer) to be served by the same Serving GW. Support of S9 may not be required in all local breakout scenarios.
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Figure A.1-3: Direct peering example: Local Breakout, UE from PMIP HPLMN Roaming in GTP VPLMN
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