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PRELIMINARY
DRAFT NEW RECOMMENDATION ITU-R M.[IMT.MODEL]
Modelling and simulation of IMT networks for use in sharing
and compatibility studies

Scope
This Recommendation contains the methodology for modelling and simulation of IMT networks for use in sharing and compatibility studies between IMT and other systems and/or applications. As such, it does not make any assumptions on the system parameters or modelling of these other systems and/or applications and is strictly limited to providing information for the IMT systems. Detailed IMT system parameters to be considered in such modelling and their implementation in the simulations are described in sections 3 through 7. Subsequently, the methodology to calculate the aggregate effect of potential interference generated by an IMT system is described in section 8. Furthermore, in order to emphasize the importance of realistically modelling IMT systems in sharing and compatibility scenarios, section 9 describes integration of simulation results including means of comparing interim results in order to capture impact on the performance and operation of the IMT system. 
Related Recommendations and Reports
Recommendation ITU-R M.2012, “Detailed specifications of the terrestrial radio interfaces of International Mobile Telecommunications Advanced (IMT-Advanced)”
Report ITU-R M.2292, “Characteristics of terrestrial IMT-Advanced systems for frequency sharing/interference analyses”
The ITU Radiocommunication Assembly,
considering
a)	 that Question ITU-R 229/5 addresses further development of the terrestrial component of IMT and the relevant studies under this Question are in progress within ITU‑R;
b)	that Resolution 223 (Rev. WRC-15) invites ITU-R to conduct a number of compatibility studies between IMT systems and other systems and/or applications;
c)	that Resolution 238 (WRC-15) resolves to invite ITU-R to conduct and complete in time for WRC-19 appropriate sharing and compatibility studies between IMT systems and other systems and/or applications in a number of frequency bands;
d)	that development of new radio interfaces that support the new capabilities of IMT-2020 is expected along with the enhancement of IMT-2000 and IMT-Advanced systems,
e)	that representative technical and operational characteristics of IMT systems are required for sharing and compatibility studies with other systems and/or applications;
f)	that methodologies for the modelling and simulation of IMT networks are needed to analyze compatibility between IMT systems and systems in other services;
g)	that an accurate description of simulation of the transmissions of IMT networks, including the calculation of the aggregate effect, is required to realistically model IMT systems in sharing and compatibility scenarios,
recognizing
a)	that Report ITU-R M.2292 provides the characteristics of terrestrial IMT-Advanced systems for frequency sharing/interference analyses;
b)	that Recommendation ITU-R M.2012 contains the detailed specifications of the terrestrial radio interfaces of International Mobile Telecommunications Advanced (IMT-Advanced);
c)	that Recommendations ITU-R M.2070 and ITU-R M.2071 provide the generic unwanted emission characteristics of base stations and mobile stations respectively, using the terrestrial radio interfaces of IMT-Advanced,
recommends
1	that the modelling and simulation of IMT networks and systems for use in sharing and compatibility studies be based on the methodology contained in Annex 1; 

ANNEX 1
Methodology for modelling and simulation of IMT networks for use in sharing and compatibility studies
[Editor’s note: material applicable only to IMT-2020 or IMT-Advanced need to be clearly marked as such.]
1	Introduction
[TBD]
2	Definitions and basic concepts
[Editor’s note: This section includes major definitions and basic concepts used throughout this PDNR, e.g. cell structure, inter-site distance, power control, protection criteria, MIMO, etc.]
2.1	Usage scenarios
As it is widely known, the prominent use case for IMT- advanced is mobile broadband (MBB). However, IMT-2020 in addition to supporting the enhanced mobile broadband (eMBB) use case will support emerging use cases with variety of applications and variability of their performance: From massive number of devices (mMTC) to ultra-reliable and ultra-low latency applications (URLLC).
Massive machine-type communication (mMTC) is about connectivity for large numbers of low-cost and low-energy devices in the context of the Internet of Things (IoT); ultra-reliable and ultra-low latency applications (URLLC) is envisioned to enable real-time control and automation of dynamic processes in various fields, such as industrial process automation and manufacturing, energy distribution, intelligent transport systems – and requires communication with very high reliability and availability, as well as very low end-to-end latency.
Accordingly, the following IMT usage scenarios should be considered in co-existence studies:
–	MBB (IMT- advanced)
–	Enhanced mobile broadband (eMBB)
–	Massive machine-type communications (mMTC)
–	Ultra-reliable and low-latency communications (URLLC)
2.2	Description of deployment scenarios
This section describes conditions for different deployment scenarios. In general, radio access networks may be categorized with considering the following aspects.    
a)	Indoor / Outdoor.
b)	Seamless wide area coverage / Small area coverage.
Firstly, four categories are defined in Table 2 as combinations of above aspects a) and b). Categories 1 and 2 are the same as the existing configuration of IMT networks with seamless macro coverage. On the other hand, categories 3 and 4 are deployed to cover small areas.  
Categories 3 and 4 could be operated independently in some cases, whereas it could be often the case that they are operated combined with categories 1 and 2 in other cases.
TABLE 2
Categories of radio access networks
	
	Seamless wide area coverage
	Small area coverage

	Outdoor MS
	Category 1
Conventional Macro Cell
 (Omni, Sector Antenna)
	Category 3
Outdoor Small Area Coverage
(Beam forming antenna)

	Indoor MS
	Category 2
Coverage by Outdoor Macro Cell
 (Omni, Sector Antenna)
	Category 4
Indoor Small Area Coverage
(Beam forming antenna)


Example deployment scenarios of IMT base station are illustrated in the following Figure.
FIGURE X
Example deployment scenarios
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The following deployment environments are considered:
(1) Macro rural
The rural deployment scenario focuses on larger and continuous wide area coverage, supporting high-speed vehicles.  
(2)	Macro suburban
Coverage of suburban streets (mainly residential) and small communities in rural areas, but not the unpopulated areas between them.  Base station antennas typically deployed at the top of tower.
Users are outdoors and indoors. 
(3)	Macro urban
Multiple story buildings with base station antennas typically at or above the level of the roofline. Users are outdoors and indoors.  
(4)	Micro suburban
Coverage of suburban streets (mainly residential) and small communities in rural areas, but not the unpopulated areas between them.   Users are typically outdoors but could also be indoors.  
(5)	Micro urban
Multiple story buildings with base station antennas below or above the level of the roofline. Users are outdoors and indoors.    
(6)	Indoor
Base stations are indoors. Users are indoors.  
2.3	Device-to-device (D2D) communications
D2D communications may be used for some applications of mMTC and URLLC.  In D2D communications interacted with base stations, mobile stations initiate communications in conjunction with base stations by their control channel.  User data traffic is delivered by data channel directly among mobile stations.  In this scenario, mobile stations are located within a cell area provided by a base station.
[Editor’s note: make sure terminology above matches M.2292.]
2.4	Power control
Studies to assess the impact of an entire IMT network should take into account the varying nature of an IMT network, in particular power control. For downlink, a number of base station (BS) types (Macro, Micro, Pico, Femto, etc.) is used each having a different EIRP level. No downlink power control scheme is applied at the BS and the transmission power per resource block (RB) is constant. Instead, the total downlink power is determined from the number of used RBs. 
For uplink, some device types (e.g., low power devices for MTC applications) may operate without any power control while for other types (e.g., enhanced mobile broadband devices) power control will be used. Power control compensates fully or partly for the difference in coupling loss between the different devices connected to the BS and has an initial receive target level per RB.
2.5	Advanced antenna technology
Over the past years IMT base station antennas have been developed to optimize the transmission or reception of signals. Also, in IMT terminals the number of receive antennas has increased. 
With multiple antenna elements (possible to transmit and receive simultaneous multiple signals into/from space) at both the base station and the terminal new important capabilities arise. This is referred to as MIMO (Multiple Input Multiple Output) and allows multiple signal streams to be used for transmit diversity, spatial multiplexing, beam shaping or null steering in one or another direction.
IMT-2020 will also operate in higher frequency bands than previous IMT generations and antenna size natural scaling with frequency allows base stations and terminals to exploit the smaller antenna footprint with an increase in the number of antenna elements. Increased number of antennas supports narrower beam shapes to reduce interference impact in other directions, higher beam gain to mitigate the higher path loss at higher frequencies and simultaneous multiple signal streams to multiple users (a.k.a. multi user (MU)-MIMO).
2.6	Propagation models 
IMT exists in many deployment configurations, from a single layer network, e.g., a macro network, to multiple layer networks, e.g., macro/micro network or macro/pico network or micro/pico network etc., and has to handle outdoor to outdoor, outdoor to indoor and indoor propagation environments for several frequency ranges. In addition, propagation environment between the IMT system and systems of other services subject to any coexistence conditions need to also be taken into account. Several models already exist as P-series ITU-R Recommendations or ITU-R Reports. 
2.7	Protection criteria of IMT
Protection criterion is used to evaluate if the victim receiver is subjected to interference. The protection criterion for IMT are carrier to interference plus noise (C/(I+N)), and interference-to-noise ratio (I/N). C/(N+I) degradation due to inter-system interference can be used to evaluate throughput loss or outage of the victim system. I/N ratio indicates the allowed inter-system interference level received in the victim receiver relative to the receiver’s noise level (thermal noise + receiver noise figure).
3	Simulation set up
For modelling and simulation of IMT in co-existence studies it is essential to select an appropriate deployment condition. In order to as closely as possible imitate real-world IMT networks operation in the simulations a number of conditions need to be considered. Some of these conditions are:
•	Environment (in-door/outdoor, rural/urban/dense urban areas)
•	Frequency band
•	Network Topology (homogenous or heterogeneous network structure) 
•	Characteristics of the other system/service involved in the co-existence study (i.e. whether to consider small or large IMT network area)
3.1	Network topology
There are two different types of network structure: Homogeneous networks and Heterogeneous networks.
A homogeneous network structure consists of a single base station type. It can be a macro, a micro or an indoor base station. 
A heterogeneous network structure consists of combination of at least two base station types. 
It should be mentioned that for a large area or nationwide studies a combination of network structures may be required.
3.1.1	Macro cellular network
Macro base stations are often deployed above roof-top. Figure 2 illustrates the geometry for a 3-sector deployment, and illustrates the parameters cell radius (A) and inter-site distance (B). Each cell (also referred to as a sector) is shown as a hexagon, and in this figure there are three cells/sectors per base station site. Cell sizes in IMT networks can vary considerably depending on the environment, carrier frequency and the base stations type. In large area or nationwide sharing studies using cell radii corresponding to urban and suburban deployment should take into account that those are only deployed in limited areas, central areas of large cities and suburban areas. Furthermore, rural deployments often do not cover all areas in a country/region, as coverage may be provided by other frequency bands, therefore assuming that rural cells which have complete coverage will overestimate interference from IMT network in most cases. 
[Editor’s note: to be checked against deployment scenarios for consistency.]
FIGURE 2 
Macro cell geometry
[image: ]
One example of a macro network topology is depicted in Figure 3 [2]. The whole network region relevant for simulations is a cluster of 19 (nineteen) 3-sector (3 cells) sites ( sites 0 to 18 in the figure), where the other clusters of 19 sites are repeated around this central cluster based on a wrap-around technique employed to avoid the network deployment edge effects.
FIGURE 3
Macro cellular layout (cluster)


3.1.2	Micro-cellular network
Micro base stations are generally deployed below roof-top. One example of a Micro cell topology [3] is the Manhattan model. Micro cell base stations are placed in the Manhattan grid as proposed in Figure 4.
FIGURE 4
Micro cell topology
[image: ]
3.1.3	Indoor hotspot
In this scenario, the base stations are deployed indoors. The indoor hotspot scenario consists of one floor of a building. The detailed topology of indoor cell  is shown in Figure 5. The indoor cell sizes will vary depending on frequency band and the configuration of the building interior. 
FIGURE 5
Indoor hotspot layout



3.1.4	Heterogeneous network
Heterogeneous network depicted in Figure 6 is composed of macro cells and microcells . Several micro cell clusters are distributed in a macro cell coverage area. Each cluster consists of a number of  cells  which can either be positioned randomly or be positioned in fixed and predetermined positions. 
FIGURE 6
Heterogeneous network layout



A random distribution of micro base station would follow two successive steps:
·  step 1: generating λp clusters within the macro cell area following a distribution Dcluster,
·  step 2: generating within each cluster λo micro BSs locations following a distribution DBS
2 different approaches following these steps can be considered. They all involve the topology of the micro BS with the number of clusters λp and the cluster radius R on which the number of micro BSs λo within each cluster are located. 
·                       Approach #1                                                          Approach #2
· 
· [image: ] [image: ]    
·                                            Figure 1: Flowchart to generate micro BSs
Their differences are depicted in Figure XX. Approach #1 is based on [1] and assumes a uniform random distribution (within a macro geographical area) for the clusters as well as the micro BSs locations within each cluster while the Approach #2 based on real deployments of micro-BSs [15] requires an additional parameter ν and considers different probability distributions for the cluster (Poisson Point Process PPP) and the micro BS locations (Variance Gamma σГ). See Annex 1 for more information about the meaning and the relationship between R, ω and ν.  It should be noted that although application of both approaches is valid in sharing studies, approach 2 might be more suitable for the case where the victim receiver of the non-IMT service is located close to the IMT base stations (e.g. within the same urban environment).
In order to avoid strong interference from macro cell, the micro cell usually uses another frequency band. A network using different frequencies for the two IMT layers, it is sufficient in a sharing study to only simulate the layer adjacent to or overlapping with the victim frequency. However, such a simulation should consider that not all traffic is carried in the simulated IMT layer.
For a network using multiple frequency bands, the macro cell would use lower frequency band for full coverage.
3.2	Interference calculation modelling
Different types of interference should be taken into account in sharing and compatibility studies depending on different scenarios. In a scenario where interferer and victim operate on the same frequency (co-channel), the only type of interference to be taken into account is that resulting from the co-channel transmitted power of the interferer. In an adjacent band scenario where interferer and victim operate on different frequencies, two types of interference need to be accounted for: 
· Interferer unwanted emissions: Unwanted emissions consisting of out-of-band emissions and spurious emissions.
· Victim receiver blocking performance: The receiver ability to receive a wanted signal at its assigned channel in the presence of interference.
3.2.1	Interferer unwanted emissions
3.2.1.1	Out-of-band emission interference
Interferer unwanted emission represents the emission on a frequency or frequencies immediately outside the necessary bandwidth which results from the modulation process, but excluding spurious emissions [12].

The interferer unwanted emission interference  could be calculated as follows:
[bookmark: OLE_LINK14][bookmark: OLE_LINK25]

		        dB	(1)
Where,
	[dBm]: 	Output power of interferer transmitter.
	ACLR[dB]: 	Adjacent Channel Leakage power Ratio, which is the ratio of the filtered mean power (integrated over assigned channel bandwidth) centred on the assigned channel frequency to the filtered mean power (integrated over adjacent channel bandwidth) centred on an adjacent channel frequency. ACLR can be also derived from out-of-band emission mask which is given in related specifications e.g. 3GPP[13][14].


3.2.1.2	Spurious emission interference
Spurious emission represents the emission on a frequency or frequencies which are outside the necessary bandwidth and the level of which may be reduced without affecting the corresponding transmission of information. Spurious emissions include harmonic emission, parasitic emission, intermodulation products and frequency conversion products, but exclude out-of-band emissions.
The value of spurious emission  defined in given frequency band could be find in the related specifications e.g. 3GPP.
Similar to the OOB emission, an equivalent “ACLR” value can be calculated for spurious emission and used in the simulator. Then the value of   could be derived as below,

 		        dB	(2)
3.2.2	Victim blocking interference
The blocking characteristic is a measure of the receiver ability to receive a wanted signal at its assigned channel in the presence of an unwanted interferer.

The value of blocking interference  could be derived as below, 


		        dB	(3)
Where,
	[dBm]: 	IOutput power of interfering signal mean power at receiver transmitter. 
	ACS[dB]:	Adjacent Channel Selectivity is a measure of a receiver's ability to receive a signal at its assigned channel frequency in the presence of a modulated signal in an adjacent channel. ACS value can be calculated from ACS/ blocking interference level defined in related specifications e.g. 3GPP.
3.2.3	ACIR
The Adjacent Channel Interference Power Ratio (ACIR) is defined as the ratio of the total power transmitted from a source (base station or UE) to the total interference power affecting a victim receiver, resulting from both transmitter and receiver imperfections. Therefore the ACIR is a combined value of the two interference types (unwanted emissions and blocking interference) which is calculated according to equation (4)

		           dB	(4)
3.3	FDD/TDD networks
IMT networks may operate as a FDD network (using different frequency band for uplink and downlink), as a TDD network (using same frequency band for uplink and downlink under synchronized/un-synchronized, fixed or variable uplink/downlink ratio conditions) or as a downlink/uplink only network (uplink or downlink direction in a frequency band).
A sharing/coexistence simulation has to take this into account when creating a simulation scenario.
If aggregated interference towards a victim system arises from a large/very large earth area such as for a Satellite or high altitude airplane the simulator may need to be able to handle several geographically separated IMT networks.
3.4	Simulation Methodology
In this section, we outline the simulation methodology steps to be followed in order to generate realistic uplink or downlink interference from an IMT network for the purpose of coexistence studies. 
Static simulation method is a system-level simulation way which is widely used in sharing and compatibility study. This method is based on Monte Carlo principle. Different from deterministic method, static simulation method could reveal global interference condition by simultaneously simulate inter-system interference from multiple interfering source. Influence caused by different topology assumption, different power control algorithm and different interfering transmitter distribution density are also reflected in the evaluation result. The typical flow-chart of static simulation is stated as below.


FIGURE 7
Flowchart of static simulation downlink method

[image: ]
3.4.1	Downlink
•	Create a base station (BS) grid (if static with fixed positions) depending on the selected use case/deployment scenario.
For i=1:# of snapshots
1	Some of steps a. to f. may not be needed per snapshot depending on the selected flow chart path.
a. Create/Distribute randomly BS nodes in case of BS grid with random positioned BS nodes. 
c. b. Distribute sufficient[footnoteRef:1]number of user devices (UEs) randomly throughout the system area such that the same number K of “chosen” users ( UEs that receive data from BSs in this snapshot)) is allocated to each cell within the hand over (HO) margin.  The value of K will depend on use case/deployment scenario, frequency and bandwidth. Calculate the path coupling loss (max (propagation loss+fading+antenna gains, MCL))from each UE to all BSs. If the BS grid is wrapped, also identify the smallest coupling loss values between UEs and BSs. [1: 	“The sufficient number of dropped (distributed) devices will both depend on used drop method, i.e. if the random drop is made within each BS coverage area or random within whole network coverage area, and on the number K that should be allocated to each BS. Normally sufficient number varies between 2*K and 10*K in order to achieve requested allocation per BS depending on used drop method.”] 

d. Link the UE randomly to a BS to which the path coupling loss is within the smallest coupling loss plus the HO margin. 
e. Select K UEs randomly from all the UEs linked to one BS as “chosen” UEs. These K  “chosen” UEs will be scheduled during this snapshot. If beamforming is used,  point selected BS/UE beams toward each other.
f. All available resource blocks (RBs) will be allocated to “chosen” UEs and each UE is scheduled with the same number n of RBs. Thus, the BS transmitted power per UE is fixed. 
g. BSs are transmitting with full power or are silent with a load probability, i.e., x% of the BSs is randomly selected to transmit and the rest remain silent.
–	If IMT downlink acts as an interfering system and victim impact is dominated by the strongest interfering BS (i.e., no interference aggregation), used load should be set to 100%.
–	If IMT downlink acts as a victim or as an interfering system dominated by aggregation over many BSs, the load should be set in the range 10% to 50% (i.e. 3-10 dB interference reduction compared to a fully loaded system).
–	For those BSs that transmit, the power per UE[footnoteRef:2] is calculated as follows: [2:  	As shown in the flow chart, one possible path does not require creation of UEs. For this path set for continued action in steps 2 and 6.] 


			Let  denote the maximum transmit power of BS

			is the number of all available RBs for each BS

			 is the transmit power from BS to the “chosen” UE, and 
n is the number of resource blocks per UE,

			.
	Continue with Step 2 if IMT downlink acts as an interfering system .
	Continue with Steps 3 if IMT downlink acts as a victim system.
2	Select IMT DL to act as interferers.
	a. Randomly select x% of the BSs depending on system load and interference conditions (closest interferer or aggregated interference) to act as interferer towards victim system.












[bookmark: OLE_LINK18][bookmark: OLE_LINK19][bookmark: OLE_LINK15][bookmark: OLE_LINK16]	b. Apply interference towards victim system and calculate victim performance degradation.

Loop over all selected BSs from  to  (the number of selected BSs in the system area);
Loop over all “chosen” UEs in selected BSs from  to;

Calculate external interference from each down link of IMT system to victim system.
If co-channel interference:
	

If adjacent channel/band interference:
	

Where:
:	 Coupling loss from (when its k-th UE is served) 
                                                 of IMT system to victim receiver which includes path 
                                                 loss, penetration loss, shadow fading and antenna gain 
                                                 at transmitter/receiver.

:	 Inter-system interference from  (when its k-th UE 
                                                 is served) to victim receiver.

The aggregate external-system interference is denoted by:
	

Where:
IExternal:	The aggregate external system interference towards victim system.

Calculate impact on victim system from external interference.
	c. Continue with step 6.
3	Select IMT DL to act as a victim. 
	Calculate DL C/I for all “chosen” UEs.
a. Randomly select x% of the BSs depending on system load


	Loop over all selected BSs from  to  (the number of selected BSs in the system area)


	Loop over all “chosen”  UEs in selected BSs from  to 




	For the -th “chosen”  UE in the -th cell (i.e.,) its C/I is denoted by 


•	 is the received power from the serving BS, i.e., the -th BS 
b. [image: ]



•	 is the interference power which consists of intra systems interference (from other cells in own network)  ,  and thermal noise . 	



	•	
•	
•	
4	Add external interference Zy , consisting of y interferers each with a power Pext,y
If interference only occurs in one or few cells, main interference should be placed in an active cell (i.e., a cell with a selected BS) 


Calculate externally interfered DL C/I=() for all “chosen” UEs.



•	, and  are the same as in step 3 

•	

•	
The ACIR value should be calculated based on per UE allocated number of resource blocks
5	Determine the throughput with and without external interference for each “chosen” UE with the C/I according to the link-to-system level mapping.
6	Collect statistics.
3.4.2	Uplink
FIGURE 7
Flowchart of static simulation uplink method
[image: ]

· Create a base station (BS) grid (if static with fixed positions) depending on the selected use case/deployment scenario.
For i=1:# of snapshots
1 Some of steps a. to f. may not be needed per snapshot depending on the selected flow chart path.
a. Create/Distribute randomly BS nodes in case BS grid with random positioned BS nodes.
b. 
Distribute sufficient[footnoteRef:3] number of UEs randomly throughout the system area such that the same number  of “chosen” users is allocated to each BS within the HO margin of 3 dB. The value of K will depend on the use case/deployment scenario, frequency and bandwidth.  Typically K in the interval of 3 to 6 have been used in MBB studies. [3: 	“The sufficient number of dropped devices will both depend on used drop method, i.e. if the random drop is made within each BS coverage area or random within whole network coverage area, and on the number K that should be allocated to each BS. Normally sufficient number varies between 2*K and 10*K in order to achieve requested allocation per BS depending on used drop method.”] 

c. Calculate the path coupling loss (max(propagation loss+fading+antenna gains, MCL)) from each UE to all BSs. If the BS grid is wrapped, also identify the smallest coupling loss values between UEs and BSs.
d.   Link the UE randomly to a BS to which the path coupling loss is within the smallest coupling loss plus the HO margin. 

e.    Select K UEs randomly from all the UEs linked to one BS as “chosen” UEs. These  “chosen” UEs will be scheduled during this snapshot. 
f.    The power per UE is determined by UL Power control.
g. A fully loaded base station is assumed, namely, all available RBs are allocated to active UEs. And each UE is scheduled with the same number  n of RBs. 
UEs connected to a BS may or may not be transmitting based on a load probability, i.e., UEs in x% of the randomly selected BSs are transmitting and the  remaining UEs remain silent. –	If IMT uplink acts as an interfering system and victim impact is dominated by the strongest interferer (i.e., no interference aggregation), used load should be set to 100%.
–	If IMT uplink acts as a victim or as an interfering system dominated by aggregation of UEs over many BSs, used load should be set in the range 10% to 50%.
	2	Perform UL power control 
	Continue with Steps 3 if IMT uplink acts as an interfering system. Continue with Steps 4 if IMT uplink acts as a victim system.
	3	Select IMT UL to act as interferers.
	a. Randomly select x% of the BSs depending on system load and interference conditions (closest interferer or aggregated interference). Select UEs connected to those BSs to act as interferers towards victim system.
















[bookmark: OLE_LINK27][bookmark: OLE_LINK28]b. Apply interference towards victim system and calculate victim performance degradation:

Loop over all selected BSs from  to  (the number of selected BSs in the system area);
Loop over all “chosen” UEs in selected BSs from  to;

Calculate external interference from each IMT up link to victim system.
If co-channel interference:
	

If adjacent channel/band interference:
	

Where:
: Transmission power of the k-th UE which is served by 

:	Coupling loss from the k-th UE served by to 
                                                 victim receiver.

:	 Inter-system interference from the k-th UE served by 
                                                 to victim receiver.

The aggregate external-system interference is denoted by:
	

Where:
IExternal:	The aggregate external system interference towards victim system.

Calculate impact on victim system from external interference.
c. Continue with step 7.

4	Select IMT UL to act as victim.
Calculate UL C/I for all “chosen” UEs in all cells.
a. Randomly select x% of the BS depending on system load 


	Loop over all selected BSs from  to  (the number of selected BSs in the system area)


	Loop over all “chosen” UEs in selected BSs from  to 




	For the -th “chosen” UE in the -th cell (i.e.,) its C/I is denoted by ,



•	 is the received power from , at the -th BS 
•	[image: ]
b. 


 is the interference power which consists of intra systeminterference (from other cells in own network) ,  and thermal noise . 





•	

5	Add external interference Zy , consisting of y interferers each with a power Pext,y

If interference only occurs in one or few cells, main interference should be placed in an active cell (i.e., a cell with a selected BS) 
Calculate externally interferred  UL C/I=() for all “chosen” UEs.



•	, and  are the same as in step 4 

•	

•	
•	Used ACIR value should be calculated based on per UE allocated number of resource blocks

•	
6	Determine the throughput with and without external interference for each “chosen” UE with its C/I according to the link-to-system level mapping.
7	Collect statistics.
3.4.3	Dynamic simulation method	Comment by Tuomo S: Dynamic simulation method may not be suitable, since it adds a lot of complexity (need for traffic models, mobility models, convergence time, etc.). The subsection could be deleted as proposed in the editor’s note.
[TBD][Editor’s note: this section is to be deleted if no content received by meeting #25.]
4	Implementation of IMT User Equipment (UE) power control
Power control is a significant technical feature of IMT system. The power control method in 3GPP TR36.942 could be used as a reference.	Comment by Tuomo S: The guidance about power control is not clear in this clause. 3GPP TR 36.942 is mentioned as reference that could be used. On the other hand IMT-Advance power control algorithm is said to be used in clause 4.1. It might be better to adopt the IMT-Adv power control algorithm with specific values for its input parameters (P0 and alpha).
Uplink cell capacity in (e.g. in OFDMA) based systems is constrained by interference levels from other UEs. UE power output levels are adjusted to maintain minimum interference and are adjusted to ensure cell edge coverage. Power control can be combined with frequency-domain resource allocation strategies to enhance cell edge performance as well as improve spectral efficiency. 
The UE transmit power should be understood as the average transmit power in active mode (i.e. when they have an active communication session). It should be noted that as average UE transmitter output power is much lower than the maximum transmitter output power in the transmitting frequency band, an average out-of-band emission (OOBE) level would be much lower than the specified OOBE level.
4.1	Power control algorithm
For an IMT-Advanced systems, UE power control algorithm to be used in sharing studies is as follows:

		
where: 
	PPUSCH 	is the transmit power of the terminal in dBm;
	PCMAX 	is the maximum transmit power in dBm;
	Mpusch 	is the number of allocated RBs;
	P0_PUSCH 	is the per RB used target value;
	 	is the balancing factor for UEs with bad channel and UEs with good channel; 
	PL 	is the path loss in dB for the UE from its serving BS. 
For IMT-2020 systems, it is expected that a UE power control similar to IMT-Advanced could be used.
5	 Implementation of IMT Base Station (BS) and User Equipment (UE) Beamforming Antenna pattern
Recommendation ITU-R F.1336 has been used in the past when conducting sharing studies (reference to Report ITU-R M.2292) and may be feasible for some IMT scenarios. Majority of IMT-2020 systems will use beamforming especially at higher frequencies. 
The beamforming antenna is based on an antenna array and consists of a number of identical radiating elements located in the yz-plane with a fix separation distance (e.g. /2), all elements having identical radiation patterns and “pointing” (having maximum directivity) along the x-axis. A weighting function is used to direct the beam in other directions. Total antenna gain is the sum (logarithmic scale) of the array gain and the element gain. Such a model is described in 3GPP TR 37.842 as follows:


The Advanced Antenna System (AAS) antenna array model is determined by array element pattern, array factor and signals applied to the system. The element pattern and composite antenna pattern are in the following sections. The  and definition is based on the coordinate system in Section 5.4.4 .1 of 3GPP TR 37.840 and are illustrated in Figure 9. 
FIGURE 9	Comment by Tuomo S: The Antenna Model Geometry in Figure 9 is different from the one in Figure 5.4.4.1-1 of TR37.840 which is used to derive the Composite Array radiation pattern formula in TR37.840. It is better to use Antenna Model Geometry in Figure 5.4.4.1-1 of TR37.840 to ensure correct generation of the Composite Array radiation pattern.


Antenna Model Geometry: : elevation, range from -90 to 90 degree
 : Azimuth, range from -180 to 180 degree
[image: ]
5.1	Element pattern
[Editor’s note: to double check the parabolic pattern in both AZ and EL.]
TABLE 3 
Element pattern for antenna array model
	Horizontal Radiation Pattern
	


	
Horizontal 3dB bandwidth of single element / deg ()
	Input parameter

	Front-to-back ratio: Am and SLAv
	Input parameter

	Vertical Pattern  method
	


	
Vertical 3dB bandwidth of single element / deg ()
	Input parameter

	Single element Pattern
	


	Element Gain without antenna losses
	Input parameter

	Note: *GE,max is obtained from TR37.840[2] Table 5.4.4.2.1-1.



5.2	Composite antenna pattern
[Editor’s note: Parameters in the table below need to be fully defined. Application in the sharing study needs to be clarified.]
TABLE 4 	Comment by Tuomo S: Table 4 provides the 2-D antenna array configuration that produces beams in both azimuth and elevation directions. If the amount of radiated power and the linearity constraints are the same, a victim that operates in an adjacent band will receive the same amount of disturbing out-of-band radiation from a single-antenna system as from a massive MIMO system, even though the spatial radiation pattern from the massive MIMO system can differ from the single antenna system.


Composite antenna pattern for BS and UE beam forming
	Configuration
	Multiple columns (NVxNH elements)

	
Composite Array radiation pattern in dB 
	For beam i:


the super position vector is given by:


the weighting is given by:



	Antenna array configuration (Row×Column)
	Input parameter

	Horizontal radiating element spacing d/lambda
	Input parameter

	Vertical radiating element spacing d/lambda
	Input parameter

	Down-tilt angle (deg)
	Input parameter

	Power[Gain?][weight?] allocated to each beam
	Input parameter


[Editor’s note: The differences in antenna characteristics between in-band and out-of-band performance of beamforming antenna arrays should be elaborated.]	Comment by Tuomo S: In previous 3GPP work the spurious emissions span a range of frequencies from 9 kHz to 12.75 GHz. Over this wide frequency range, the antenna-array radiation pattern is not the same (or known) as the intended operating frequency of the antenna array. Thus, the effect of beamforming on spurious signals is not the same as in-band signals even though there is a high correlation among the spurious signal sources. For spectrum above 24 GHz the spatial pattern of the spurious emissions from the antenna array will be very unpredictable, but this is also the case with IMT-Advanced antennas below 6GHz and hence the coexistence performance is expected to be similar.

6	Implementation of IMT traffic information
For the Monte-Carlo simulation studies sometimes a full buffered traffic model is assumed, meaning that base stations are always transmitting/receiving using all allocated resources.
ITU-R M.2241 mentions that this is not the case in the real networks because transmitting 100% time in 100% of frequency resources (in the case of OFDMA) means saturation of the cell and service failure for many of the users. Thus base stations are transmitting only using part of available resources most of the time. 
According to 3GPP TR.36.814, the Resource Utilization (RU) maintain the level between 10% and 50% for different transmit mode. 
Guidance to better account for real network behaviour, whether the IMT system acts as a victim or as an aggregated interferer towards a victim, is described in this Recommendation. When IMT act as a victim or as an aggregated interferer the number of cells taking part in a snapshot is determined via a load probability. Typically, the load (number of selected cells each transmitting/receiving using all available resources) is set to a random number between 10% to 50% per snapshot and the intra-cell interference (IMT as victim) or aggregated interference towards another victim is calculated among the selected cells. IMT performance measure (with and without external interference) are made for the selected cells. [Editor’s note: fix the language of the last sentence of this paragraph.]
When IMT network acts as an interfering system and the total interference is dominated by interference contribution from one BS or one UE, the load probability should be set to 100%.
7	Implementation of other IMT system features
[Editor’s note: This section includes implementation of important IMT feature, e.g. resource scheduling, MIMO, interference cancelling (IC), interference discarding (ID) and interference avoidance mechanism, etc.]….
Implementation of system features listed below are optional. 
To best model and simulate an IMT network that as closely as possible matches how real-world IMT networks operate, some IMT advanced technologies which are studied in SDOs (e.g. 3GPP) and will be used in future IMT networks could be considered during IMT modeling study. These technologies could highly improve the IMT system performance and provide probability to mitigate the interference.
7.1	Small cell on/off scheme
The small cell can be turned on/off in large time scales, semi-statically or dynamically. On/off scheme can reduce the interference to other neighboring small cells or other systems when using the same or adjacent frequency channel. In addition, small cell on/off schemes may also provide benefits in terms of energy savings.
Relevant detailed technology information can refer to 3GPP TR36.872[1].
FIGURE 10
Small cell on/off scheme
[image: C:\Documents and Settings\tongxin\桌面\7.bmp]
Relevant detailed technology information can refer to 3GPP RP-130811[9], 3GPP TR36.873[10] and 3GPP TR36.897[11].
8	Determination of aggregate interference
[Editor’s note: This section contains the methodology to calculate potential aggregate interference generated by an IMT system taking into account intra-system interference coordination aspects of IMT networks.]


·  The simulation set up described in section 3 of this recommendation is based on calculation of the aggregate interference from several base stations and UEs. Thus, it can be concluded that the simulator always inherently calculates the aggregate interference from IMT network to the victim. However, depending on the co-existence scenario the issues mentioned below should be considered: When IMT acts as a victim or as an interfering system dominated by aggregation over many BSs, the load should be set in the range 10% to 50% (i.e. 3-10 dB interference reduction compared to a fully loaded system). 
· –	In case TDD is to be simulated:, base station downlink transmission occurs only part of the time, which will further reduce average base station power.
· For a TDD network, normally a downlink only or uplink only scenario is simulated. 
· Aggregation of geographically separated TDD networks (e.g. when interference is aggregated over a large area), a simulation may need to simultaneously handle downlink and uplink transmissions when calculating aggregated interference.  
–	Network deployment will be more flexible in the future because of variety of service requirement; high data rate traffic mainly occurs in discrete hot-spot regions, therefore, partial area’s interference should be considered in aggregate interference calculation.
· Rural deployments often do not cover all areas in a country/region, as coverage may be provided in other frequency bands, therefore assuming that rural cells which have complete coverage will overestimate interference from IMT network. 
9	Integration of simulation characteristics
[Editor’s note: This section includes information on how to execute and generate meaningful output from the simulation, parameters demonstrating performance, etc.]
9.2	Demonstration of final results
The result of sharing and compatibility study could evaluate whether two systems can coexist or not under current parameter assumption. Moreover, this result also shows the possible solution to realize compatibility between interfering and victim systems. This solution could be achieved by:
–	Spatial isolation: which can be achieved by isolation distance between interfering and victim system.
–	Frequency isolation: which can be achieved by guard band between interfering and victim system.
–	Additional filtering: which can be achieved by improving RF filter performance of transmission system.
9.3	Demonstration of interim results  
In co-existence studies, it is probable that the same study performed by different parties will produce different results. In order to be able to compare simulator implementations of the IMT system, it is possible to use some intermediate results. Some examples of such parameters are:  
–	Transmit Power distribution, 
–	Internal and external interference distribution,      
–	SINR distribution
–	Received power distribution
–	Path coupling loss distribution (this includes Tx and Rx antenna gains, propagation loss and fading, etc.)
10	Summary
[TBD]
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Annex 1

Considerations on parameters driving the Variance Gamma (Bessel) distribution for the micro BS locations
When distributing smallcells locations within a given Macro cell area, 
1. an (average) number of clusters containing these smallcells has to be set within this area. This parameter can be derived by initially considering a map of macro (hexagonal shaped) base stations on which a cluster (of smallcells) could be positioned.  It corresponds to λp.
2. an (average) number of smallcells within each cluster should be assumed. It corresponds to λo.
3. [1][footnoteRef:4] indicates that γ varies in the range [-0.45,-0.3]. It is then recommended to work with the min/max values of this range.  [4: 	Distribution of microcell base stations within cellular networks, IEEE VTC May 2016, Nanjing.] 

4. the last parameter, ω , needs further consideration to be derived in an appropriate way:
i. Stage 1: another parameter, easier to set because it reflects a physical meaning is the (average) radius of the cluster, called R. This could be understood as the radius of the (assumed disk) area where the smallcells are (likely, with a high probability) located to provide the expected application for the user. This radius of an area also assumes a center that corresponds to the center of the cluster. 
ii. Stage 2:  As R cluster radius is originally derived from clusterradius R-function[footnoteRef:5] with the input parameters ω and γ and that is γ known while ω is unknown, it is then possible to build up a look-up table that associates for each couple (γ, R) the unknown scale ω. [5: 	From R-language (spatstat package, http://spatstat.github.io) ] 

These 4 parameters finally enable to draw out a random set of NSVGP samples, recalling that the process is constructed by first generating a Poisson point process of “parent” points (i.e. Cluster centres) with intensity λp. Then each parent point is replaced by a random cluster of points, the number of points in each cluster being random with a Poisson (λo) distribution, and the points being placed independently and uniformly according to a Variance Gamma kernel. The Variance Gamma Kernel is defined in accordance with γ and ω.
Having described the parameters driving this distribution, it is then possible to statistically describe (through probability density function pdf) Variance Gamma Bessel distribution. Noting that the offspring points within each cluster are generated following a normal variance-mean mixture distribution, i.e. with normal distribution mixed with gamma distribution whose probability density function (pdf) f is: 
where  and , 
one could notice that  and k are linked to the other parameters described in the previous sections by the following formula: k= γ+1 and θ.

M:\BRSGD\TEXT2016\SG05\WP5D\200\234\CH04.docx	26.08.1610.08.16	09.03.16
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