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1 Introduction
Many of the modulation tests reference the Global In-Channel TX-Test information contained in Annex E in 25.141(UTRA FDD) and Annex C in 25.142 (UTRA TDD) and Annex F in 36.141 (E-UTRA).
37.141 does not include these annexes as it directly references 25.141, 25.142 and 36.141 for all of these tests. As we must define the tests individually there is a need for the information in the annex. Hence the annexes should be added to 37.145 (part 1).

For E-UTRA, annex F from 36.141 can be copied as is.

For UTRA annex E in 25.141 and annex C in 25.142 are almost identical with the following differences:

Annex E in 25.141

E.3.4
Scrambling Code

E.3.5
IQ

E.3.6
Synch Channel

Annex C in 25.142

C.3.4
TDD

C.3.5
Synch channel

The 2 synch channel sub-clauses are different between FDD and TDD.

To avoid having 2 large almost identical annexes the two have been merged with the different sub-clauses separated into a next level sub-clause as follows:

E.3.4
FDD

E.3.4.1
Scrambling Code

E.3.4.2
IQ

E.3.4.3
Synch Channel

E.3.5
TDD

E.3.5.1
General

E.3.5.2
Synch Channel

This TP is to add the annexes to 37.141 part 1 as described.
2 References
[1] R4-161117 [AAS] Conformance requirement skeleton part 1, Huawei

3 Text Proposal:

TR37.145  v0.1.0
--------------Start of text proposal-------------
Annex E (normative):

UTRA - Global In-Channel TX-Test

E.1
General

The global in-channel Tx test enables the measurement of all relevant parameters that describe the in-channel quality of the output signal of the Tx under test in a single measurement process. The parameters describing the in-channel quality of a transmitter, however, are not necessarily independent. The algorithm chosen for description inside this annex places particular emphasis on the exclusion of all interdependencies among the parameters. Any other algorithm (e.g. having better computational efficiency) may be applied, as long as the results are the same within the acceptable uncertainty of the test system as defined in clause 4.1
E.2

Definition of the process

E.2.1

Basic principle

The process is based on the comparison of the actual output signal of the TX under test, received by an ideal receiver, with a reference signal, that is generated by the measuring equipment and represents an ideal error free received signal. The reference signal shall be composed of the same number of codes at the correct spreading factors as contained In the test signal. Note, for simplification, the notation below assumes only codes of one spreading factor although the algorithm is valid for signals containing multiple spreading factors. All signals are represented as equivalent (generally complex) baseband signals. 

E.2.2

Output signal of the TX under test

The output signal of the TX under test is acquired by the measuring equipment, filtered by a matched filter (RRC 0.22, correct in shape and in position on the frequency axis) and stored for further processing 

The following form represents the physical signa
l in the entire measurement interval:

one vector Z, containing N = ns x sf complex samples;

with

ns:
number of symbols in the measurement interval; 

sf:
number of chips per symbol. (sf: spreading factor) (see Note: Symbol length)

E.2.3

Reference signal

The reference signal is constructed by the measuring equipment according to the relevant TX specifications.

It is filtered by the same matched filter, mentioned in E.2.2., and stored at the Inter-Symbol-Interference free instants. The following form represents the reference signal in the entire measurement interval:

one vector R, containing N = ns x sf complex samples

where

ns:
number of symbols in the measurement interval;

sf:
number of chips per symbol. (see Note: Symbol length)

E.2.4

Classification of measurement results

The measurement results achieved by the global in-channel TX test can be classified into two types:

-
Results of type "deviation", where the error-free parameter has a non-zero magnitude. (These are the parameters that quantify the integral physical characteristic of the signal).These parameters are:

RF Frequency 


Power






(in case of single code)


Code Domain Power
 

(in case of multi code)


Timing





(only for UE) (see Note: Deviation)

(Additional parameters: see Note: Deviation)

-
Results of type "residual", where the error-free parameter has value zero. (These are the parameters that quantify the error values of the measured signal, whose ideal magnitude is zero). These parameters are:

Error Vector Magnitude (EVM);


Peak Code Domain Error (PCDE).


(Additional parameters: see Note: Residual)

E.2.5

Process definition to achieve results of type "deviation"
The reference signal (R; see clause E.2.3) and the signal under Test (Z; see clause E.2.2) are varied with respect to the parameters mentioned in clause E.2.4 under "results of type deviation" in order to achieve best fit. Best fit is achieved when the RMS difference value between the varied signal under test and the varied reference signal is an absolute minimum.

Overview:
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Z : Signal under test.

R: Reference signal,

with frequency f, the timing t, the phase (, gain of code1 (g1), gain of code2 (g2) etc, and the gain of the synch channel gsynch See Note: Power Step

The parameters marked with a tilde in Z and R are varied in order to achieve a best fit.

For most measurement results the best fit process is to be carried out over the whole measurement interval corresponding to the duration of one slot, i.e. ns * sf = 2560 chips in E.2.2 and E.2.3. Some measurements are, however, defined for a measurement interval corresponding to the duration of one frame, i.e. ns * sf = 38400 chips. In this latter case, the best fit with respect to Z and R is to be carried out successively over multiple best fit intervals (segments) corresponding to the duration of one slot each, i.e. 15 times for a measurement interval corresponding to the duration of one frame.
Detailed formula: see Note: Formula for the minimum process
The varied reference signal, after the best fit process, will be called R’.

The varied signal under test, after the best fit process, will be called Z’.
R’ and Z’ are each of length ns * sf and depending on the length of the measurement interval result of possibly multiple successive applications of the minimum process.
The varying parameters, leading to R’ and Z represent directly the wanted results of type "deviation". These measurement parameters are expressed as deviation from the reference value with the same units as the reference value.

In the case of multi code, the type-"deviation"-parameters (frequency, timing and (RF-phase)) are varied commonly for all codes such that the process returns one frequency-deviation, one timing deviation, (one RF-phase -deviation). 

(These parameters are not varied on the individual code signals such that the process would return kr frequency errors... . (kr: number of codes)).

The only type-"deviation"-parameters varied individually are the code domain gain factors (g1, g2, …)
See Note: Power Step.

E.2.5.1
Decision Point Power

The mean-square value of the signal-under-test, sampled at the best estimate of the of Intersymbol-Interference-free points using the process defined in clause 2.5, is referred to the Decision Point Power (DPP):
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E.2.5.2
Code-Domain Power

The samples, Z’, are separated into symbol intervals to create ns time-sequential vectors z with sf complex samples comprising one symbol interval. The Code Domain Power is calculated according to the following steps:

1)
Take the vectors z defined above.

2)
To achieve meaningful results it is necessary to descramble z, leading to z’ (see Note: Scrambling code)

3)
Take the orthogonal vectors of the channelization code set C (all codes belonging to one spreading factor) as defined in TS 25.213 and TS 25.223 (range +1, -1), and normalize by the norm of the vectors to produce Cnorm=C/sqrt(sf). (see Note: Symbol length)

4)
Calculate the inner product of z’ with Cnorm.. Do this for all symbols of the measurement interval and for all codes in the code space. 
This gives an array of format k x ns, each value representing a specific symbol and a specific code, which can be exploited in a variety of ways.

k: total number of codes in the code space 

ns: number of symbols in the measurement interval

5)
Calculate k mean-square values, each mean-square value unifying ns symbols within one code. 
(These values can be called "Absolute CodeDomainPower (CDP)" [Volt2].) The sum of the k values of CDP is equal to DPP. 

6)
Normalize by the decision point power to obtain
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E.2.6

Process definition to achieve results of type "residual"

The difference between the varied reference signal (R’; see clauseE.2.5.) and the varied TX signal under test (Z’; see clauseE.2.5) is the error vector E versus time: 


E = Z’ - R’

Depending on the parameter to be evaluated, it is appropriate to represent E in one of the following two different forms:

Form EVM (representing the physical error signal in the entire measurement interval)

One vector E, containing N = ns x sf complex samples;

with

ns:
number of symbols in the measurement interval 

sf:
number of chips per symbol (see Note: Symbol length)

Form PCDE (derived from Form EVM by separating the samples into symbol intervals)

ns time-sequential vectors e with sf complex samples comprising one symbol interval.

E and e give results of type "residual" applying the two algorithms defined in clauses E.2.6.1 and E.2.6.2.

E.2.6.1
Error Vector Magnitude (EVM)

The Error Vector Magnitude (EVM) is calculated according to the following steps:

1)
Take the error vector E defined in clause E.2.6 (Form EVM) and calculate the RMS value of E; the result will be called RMS(E).
2)
Take the varied reference vector R’ defined in clause E.2.5 and calculate the RMS value of R’; the result will be called RMS(R’).

3)
Calculate EVM according to:
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(here, EVM is relative and expressed in %)

(see Note: Formula for EVM)
E.2.6.2
Peak Code Domain Error (PCDE)

The Peak Code Domain Error is calculated according to the following steps:

1)
Take the error vectors e defined in clause E.2.6 (Form PCDE)

2)
To achieve meaningful results it is necessary to descramble e, leading to e’ (see Note: Scrambling code)

3)
Take the orthogonal vectors of the channelization code set C (all codes belonging to one spreading factor) as defined in TS 25.213 and TS 25.223 (range +1, -1). (see Note: Symbol length) and normalize by the norm of the vectors to produce Cnorm= C/sqrt(sf). (see Note: Symbol length)

4)
Calculate the inner product of e’ with Cnorm. Do this for all symbols of the measurement interval and for all codes in the code space. 
This gives an array of format k x ns, each value representing an error-vector representing a specific symbol and a specific code, which can be exploited in a variety of ways.

k:
total number of codes in the code space

ns:
number of symbols in the measurement interval

5)
Calculate k RMS values, each RMS value unifying ns symbols within one code. 

(These values can be called "Absolute CodeEVMs" [Volt].)

6)
Find the peak value among the k "Absolute CodeEVMs".

(This value can be called "Absolute PeakCodeEVM" [Volt].)

7)
Calculate PCDE according to:
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(a relative value in dB).
(see Note IQ)

(see Note Synch channel)

E.2.6.3
Relative Code Domain Error (RCDE)

The Relative Code Domain Error is calculated for a wanted code according to the following steps:

1)
Calculate the value "Absolute CodeEVM" [Volt] for the wanted code according to E.2.6.2, as an RMS value unifying ns = 2400 symbols corresponding to the measurement interval of 1 frame.

2)
Calculate the value "Absolute CodeDomainPower (CDP)" [Volt2] for the wanted code according to E.2.5.2, with ns = 2400 symbols corresponding to the measurement interval of 1 frame.
3)
Calculate RCDE according to:
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4)
The average RCDE across a set of wanted codes is defined as the mean of the linear RCDE values and subsequently expressed in dB.

E.3
Notes

E.3.1
Symbol length

A general code multiplexed signal is multicode and multirate. In order to avoid unnecessary complexity, the measurement applications use a unique symbol-length, corresponding to a spreading factor, regardless of the really intended spreading factor. Nevertheless the complexity with a multicode / multirate signal can be mastered by introducing appropriate definitions. 

E.3.2
Deviation

It is conceivable to regard more parameters as type "deviation" e.g. Chip frequency and RF-phase.

As chip-frequency and RF-frequency are linked together by a statement in the core specifications [1] it is sufficient to process RF frequency only.

A parameter RF-phase must be varied within the best fit process (E.2.5.). Although necessary, this parameter-variation doesn’t describe any error, as the modulation schemes used in the system don’t depend on an absolute RF-phase.

The parameter Timing must be varied within the best fit process (E.2.5.) This parameter variation does not describe any error, when applied to the Node B test. However when applied to the UE test, it describes the error of the UE’s Timing Advance.

E.3.3
Residual

It is conceivable to regard more parameters as type „residual" e.g. IQ origin offset. As it is not the intention of the test to separate for different error sources, but to quantify the quality of the signal, all such parameters are not extracted by the best fit process, instead remain part of EVM and PCDE.

E.3.4

FDD
E.3.4.1
Scrambling Code

In general a signal under test can use more than one scrambling code. Note that PCDE is primarily processed to investigate the unused channelization codes. In order to know which scrambling code shall be applied on unused channelization codes, it is necessary to restrict the test conditions: The signal under test shall use exactly one scrambling code.

E.3.4.1
IQ

As in FDD/uplink each channelization code can be used twice, on the I and on the Q channel, the measurement result may indicate separate values of CDP or PCDE for I and Q on which channel (I or Q) they occur.
E.3.4.1
Synch Channel

A Node B signal contains a physical synch channel, which is non orthogonal, related to the other channels. In this context note: The code channel bearing the result of PCDE is exactly one of the other physical channels (never the synch channel). The origin of PCDE (erroneous code power) can be any channel (including synch channel) This means that the error due to the synch channel is projected onto the other (orthogonal) codes that make up the code domain.

E.3.5

TDD
E.3.5.1

General

EVM covers the midamble (or for IMB the TDM pilot region) part as well as the data part; however PCDE disregards the midamble (or IMB TDM pilot) part. 

E.3.6
Formula for the minimum process
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where:

L : the function to be minimised

The parameters to be varied in order to minimize are:
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the RF frequency offset
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the timing offset
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the phase offset
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code power offsets (one offset for each code)
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the code power offset of the primary SCH
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the code power offset of the secondary SCH

Z(ν)
Samples of the signal under Test

R(ν)
Samples of the reference signal
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counting index 
[image: image15.wmf]n

starting at the beginning of the best fit interval and ending at its end. 

N
No of chips during the best fit interval.

Z(ν):
Samples of the signal under Test. It is modelled as a sequence of complex baseband samples Z(() with a time-shift (t, a frequency offset (f, a phase offset ((, the latter three with respect to the reference signal.
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R(ν)
Samples of the reference signal:



[image: image17.wmf])

(

*

)

~

(

)

(

*

)

~

(

)

(

*

)

~

(

)

(

sec

sec

sec

.

1

n

n

n

n

Chip

g

g

Chip

g

g

Chip

g

g

R

prim

prim

prim

codes

of

No

c

c

c

c

D

+

+

D

+

+

D

+

=

å

=


where

g
nominal gain of the code channel
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The gain offset to be varied in the minimum process

Chip(()
is the chipsequence of the code channel

Indices at g, Δg and Chip: The index indicates the code channel: c = 1,2,... No of code channels 

prim=
primary SCH

sec=
secondary SCH

Range for Chipc :
+1,-1

E.3.7
Power Step

If the measurement period for any code contains a power step due to power control, it is necessary to model the reference signal for that code using two gain factors.

E.3.8
Formula for EVM
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Z’(γ), R’(γ) are the varied measured and reference signals.
Annex F (normative):

E-UTRA - Global In-Channel TX-Test
F.1
General
The global in-channel Tx test enables the measurement of all relevant parameters that describe the in-channel quality of the output signal of the TX under test in a single measurement process.

The parameters describing the in-channel quality of a transmitter, however, are not necessarily independent. The algorithm chosen for description inside this annex places particular emphasis on the exclusion of all interdependencies among the parameters.

F.2.1

Basic principle

The process is based on the comparison of the actual output signal of the TX under test, received by an ideal receiver, with a reference signal, that is generated by the measuring equipment and represents an ideal error free received signal. All signals are represented as equivalent (generally complex) baseband signals. 

The description below uses numbers and illustrations as examples. These numbers are taken from frame structure 1 with normal CP length and a transmission bandwidth configuration of NRB = 100. The application of the text below, however, is not restricted to this parameterset.

F.2.2

Output signal of the TX under test 

The output signal of the TX under test is acquired by the measuring equipment and stored for further processsing. It is sampled at a sampling rate of 30.72 Msps and it is named z(ν). In the time domain it comprises at least 1 frame:: z(ν). It is modelled as a signal with the following parameters: demodulated data content, carrier frequency, amplitude and phase for each subcarrier.

F.2.3

Reference signal

Two types of reference signal are defined:

The reference signal i1(ν) is constructed by the measuring equipment according to the relevant TX specifications, using the following parameters: demodulated data content, nominal carrier frequency,  nominal amplitude and phase for each subcarrier.  It is represented as a sequence of samples at a sampling rate of 30.72 Msps in the time domain. The structure of the signal is described in the testmodells.

The reference signal i2(ν) is constructed by the measuring equipment according to the relevant TX specifications, using the following parameters: restricted data content: nominal Reference Symbols and the Primary Synchronisation Channel, (all other modulation symbols are set to 0 V), nominal carrier frequency,  nominal amplitude and phase for each applicable subcarrier, nominal timing.  It is represented as a sequence of samples at a sampling rate of 30.72 Msps in the time domain.
F.2.4

Measurement results

The measurement results, achieved by the global in channel TX test are the following:

· Carrier Frequency error

· EVM (Error Vector Magnitude)

· Resource Element TX power

· RS TX power (RSTP)

· OFDM Symbol TX power (OSTP)

Other side results are: residual amplitude- and phase response of the TX chain after equalisation.

F.2.5

Measurement points
Resource element TX power is measured after the FFT as described below. EVM is calculated after the Equalizer (Ampl./ Phase correction). The result of the frequency synchronisation is the frequency offset. It is performed in the pre- and/or post-FFT domain. The FFT window of 2048 samples out of 2194 samples (data +CP) in the time domain is selected in the box CP removal.


[image: image20]
Figure E.2.5-1: Measurement points

F.3.1

Pre FFT minimization process

Sample Timing, Carrier Frequency in z(ν) are varied in order to minimise the difference between z(ν) and i1 (ν) , after the amplitude ratio of z(ν) and i1 (ν) has been scaled. Best fit (minimum difference) is achieved when the RMS difference value between z(ν) and i(ν) is an absolute minimum.

The carrier frequency variation  is  the measurement result: Carrier Frequency Error.

From the acquired samples one carrier frequency error can be derived.

Note 1. The minimisation process, to derive the RF error can be supported by Post FFT operations. However the minimisation process defined in the pre FFT domain comprises all acquired samples (i.e. it does not exclude the samples inbetween the FFT widths and it does not exclude the bandwidth outside the transmission bandwidth configuration.

Note 2. The algorithm would allow to derive Carrier Frequency error and Sample Frequency error of the TX under test separately. However there are no requirements for Sample Frequeny error. Hence the algorithm models the RF and the sample frequency commonly (not independently). It returns one error and does not distinuish between both.

After this process the samples z(ν) are called z0(ν).

F.3.2

Timing of the FFT window

The FFT window length is 2048 samples per OFDM symbol. 140 FFTs (286720 samples) cover less than the acquired number of samples (30720 samples in 10 subframes) The position in time for FFT must be determined.

In an ideal signal, the FFT may start at any instant within the cyclic prefix without causing an error. The TX filter, however, reduces the window. The EVM requirements shall be met within a window W<CP. There are three different instants for FFT:

Centre of the reduced window, called 
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, ΔC –W/2 and ΔC +W/2,
The BS shall transmit a signal according to the Test models, intended for EVM. The primary synchronisation signal and the reference signal shall be used to find the centre of the FFT window. 

The timing of the measured signal is determined in the pre FFT domain as follows, using z0(ν) and i2(ν) :
1. The measured signal is delay spread by the TX filter. Hence the distinct boarders between the OFDM symbols and between Data and CP are also spread and the timing is not obvious.

2. In the Reference Signal i2(ν) the timing is known.

3. Correlation between (1.) and (2.) will result in a correlation peak. The meaning of the correlation peak is approx. the “impulse response” of the TX filter. 

The meaning of “impulse response” assumes that the autocorrelation of the reference signal i2(ν)  is a Dirac peak and that the correlation between the reference signal i2(ν)  and the data in the measured signal is 0. The correlation peak, (the highest, or in case of more than one highest, the earliest) indicates the timing in the measured signal.

The number of samples, used for FFT is reduced compared to z0(ν). This subset of  samples is called z’(ν). 

From the acquired samples one timing can be derived.

The timing of the centre 
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 with respect to the different CP length in a slot is as follows: (Frame structure 1, normal CP length)
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 is on Tf=72 within  the CP of length 144  (in OFDM symbol 1 to 6)
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 is on Tf=88 (=160-72)  within  the CP of length 160 (in OFDM symbol 0)
F.3.3

Resource Element TX power

Perform FFT (z’(ν))  with the FFT window timing
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The result is called Z’(t,f). The RE TX power is then defined as:
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From this the Reference Signal Transmit power (RSTP) is derives as follows:
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It is an average power and accumulates the powers of the reference symbols within a sub frame divided by n, the number of reference symbols within a sub frame. 

From RETP the OFDM Symbol TX power (OSTP) is derived as follows: 
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It accumulates all sub carrier powers of the 4th OFDM symbol. The 4th (out of 14  OFDM symbols within a subframe (in case of frame type 1 , normal CP length)) contains exclusively PDSCH.

From the acquired samples 10 values for each RSTP and OSTP can be derived.
F.3.4

Post FFT equalisation

Perform 140 FFTs on z’(ν), one for each OFDM symbol comprising the full frame with the FFT window timing
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. (in case of frame type 1 , normal CP length) The result is an array of samples, 140 in the time axis t times 2048 in the frequency axis f.

The equalizer coefficients 
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 are determined as follows:

1.
Calculate the complex ratios (amplitude and phase) of the post-FFT acquired signal 
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 and the post-FFT Ideal signal 
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, for each reference symbol, over 10 subframes. This process creates a set of complex ratios:
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2.
Perform time averaging at each reference signal subcarrier of the complex ratios, the time-averaging length is 10 subframes. Prior to the averaging of the phases 
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 an unwrap operation must be performed according to the following definition: The unwrap operation corrects the radian phase angles of 
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 by adding multiples of 2*PI when absolute phase jumps between consecutive time instances ti are greater then or equal to the jump tolerance of PI radians. This process creates an average amplitude and phase for each reference signal subcarrier (i.e. every third subcarrier with the exception of the reference subcarrier spacing across the DC subcarrier).
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Where N is the number of reference symbol time-domain locations ti from Z’(f,t) for each reference signal subcarrier 
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3.
The equalizer coefficients for amplitude and phase 
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 at the reference signal subcarriers  are obtained by computing the moving average in the frequency domain of the time-averaged reference signal subcarriers, i.e. every third subcarrier. The moving average window size is 19. For reference subcarriers at or near the edge of the channel the window size is reduced accordingly as per figure F. 3.4. 

4.
Perform linear interpolation from the equalizer coefficients 
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 to compute coefficients 
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 for each subcarrier.

The  equalized samples are called Z’eq(f,t).
[image: image46.emf] 

The subsequent 7  subcarriers are averaged  over 5, 7 .. 17 subcarriers  

From the 10 th   subcarrier onwards the  window size is 19 until  the upper edge of the  channel is reached an d  the window size  reduces back to 1  

The first  reference  subcarrier  is not  averaged  

The second  reference  subcarrier is the  average of the  first three  subcarriers  

Reference subcarriers  


Figure F.3.4-1: Reference subcarrier smoothing in the frequency domain

F.4.1

EVM

For EVM create two sets of Z’eq(f,t)., according to the timing ”ΔC –W/2 and ΔC +W/2”, using the equalizer coefficients from F.3.4.

The equivalent ideal samples are calculated form  i1(ν) (clause F.2.3) and are called I(f,t).

The EVM is the difference between the ideal waveform and the measured and equalized waveform.
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where
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 is the set of symbols with the considered modulation scheme being active within the subframe,
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is the set of subcarriers within the 
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 resource blocks with the considered modulation scheme being active in symbol t, 
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 is the ideal signal reconstructed by the measurement equipment in accordance with relevant Test models,
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 is the equalized signal under test.

Note1: 
Although the basic unit of measurement is one subframe, the equalizer is calculated over the entire 10 subframes measurement period to reduce the impact of noise in the reference symbols. 

Note 2: Applicability of EVM calculation:
One EVM value is associated to 12 subcarriers times 1 subframe = pair of 2 RBs = 168 resource elements. 

But only a reduced number of REs in this pair of 2 RBs contribute to EVM. Those are the PDSCH REs, containing the considered modulation scheme. Only those pairs of 2 RBs are evaluated with respect to EVM, which contain the maximum number of PDSCH REs. (EVM-relevant location in the time/frequency grid ) The others are not evaluated. 

In specific:

For bandwidth 1.4 MHz:

Only the pairs of 2 RBs containing 138 PDSCH REs are used for EVM. Only those 138 REs contribute to EVM

All pairs of 2 RBs, which contain less than 138 PDSCH REs, are not evaluated with respect to EVM.

For all other Bandwidths: 

Only the pairs of 2 RBs containing 150 PDSCH REs are used for EVM. Only those 150 REs contribute to EVM

All pairs of 2 RBs, which contain less than 150 PDSCH REs, are not evaluated with respect to EVM.

This restriction serves to avoid weighted averaging in F.4.2. 

F.4.2

Averaged EVM

EVM is averaged over all allocated EVM relevant locations in the frequency domain, and 10 consecutive downlink subframes (10 ms):

(The locations in the time-frequency grid are occupied irregularly, see Fig F.4.2-1)
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 is derived by: square the EVM resultsin F.4.1, sum the squares over all EVM relevant locations in the time/frequency grid, divide the sum by the number of EVM relevant locations, square-root the quotient. 
The EVM requirements should be tested against the maximum of  the average EVM at the window W extremities of the EVM measurements:

Thus 
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  is calculated using 
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is calculated using 
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Thus we get:
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For TDD special fields (DwPTS and GP) are not included in the averaging.
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10 subframes (
Yellow: 136 EVM-relevant locations in the time/frequency grid 

Blue: non PDSCH REs

White: RBs with non-maximum number of PDSCH REs

Figure F.4.2-1: Applicability of EVM calculation Example: E-TM1.x, E-TM3.x, 3MHz

F.4.2.1

Averaged EVM (TDD)

For TDD the averaging in the time domain can be calculated from subframes of different frames and should have a minimum of  10 subframes averaging length. TDD special fields  (DwPTS and GP) are not included in the averaging.
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frame is derived by: Square the EVM results in a frame. Relevant for EVM are subframes in a frame, which are active in the DL, Ndl. Within these subframes, those RBs are relevant, that carry the maximum number of PDSCH REs (same as FDD).  Sum the squares, divide the sum by the number of EVM relevant locations, square-root the quotient. (RMS) 

The EVMframe is calculated, using the maximum of  
[image: image60.wmf]EVM

frame at the window W extremities. Thus 
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In order to unite at least 10 subframes, consider the minimum integer number of radio frames, containing at least 10 EVM relevant subframes. Unite by RMS. 
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The result, 
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, is compared against the limit.
--------------End of text proposal-------------
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Reference subcarriers







The second reference subcarrier is the average of the first three subcarriers







The first reference subcarrier is not averaged







From the 10th subcarrier onwards the window size is 19 until the upper edge of the channel is reached and the window size reduces back to 1







The subsequent 7 subcarriers are averaged over 5, 7 .. 17 subcarriers
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