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Calculation of the FoM
From Keysight’s summary on the reflector:
1. Substitution of upper limit 
  
For throughput curves that do not reach the target outage level substitute an upper value for the power. 

NOTE 1: this approach was taken in the analysis spreadsheet attached to the RAN4 #76bis WF
  
2. Substitution based on extrapolation 
  
Similar to #1 but an attempt is made to extrapolate the target value based on slopes 
    
3. Use max achieved throughput as the target 
  
For throughput curves not reaching the target use the maximum achieved throughput as the new 100% and take the target values from that reference point 
NOTE 2: an illustration of this approach has been shared on the reflector by Intel


4. Use 70% only 
  
Since all devices reached 70% just analyze the data for 70% only 
    
5. Ignore curves that don’t’ reach the target value but note how many do this 
  
Since there is no ideal way to substitute or extrapolate just record the number of case where the target is not met for future decision-making post harmonization. 
NOTE 3: an illustration of this approach has been shared on the reflector by R&S

Email comment from NTT DOCOMO: I think it is Ok not to reach 100%, but, shall reach 95% at least .

Actually, I have observed that there are some UEs which have around 99.5% Max throughput.(As you may know..) This is not 100% but, I think such kind of UE should not be treated as a fail. 

Those a reason why we prefer 95% through put outage value.(we would like to evaluate higher through put as long as possible. ) This can simplify the requirement. (Max of measured throughput does not make sense)
Discussion:

Approach #1:

KS: if we define a substitution value, it should not be test system dependent and should be clearly defined
R&S: don’t think this is a suitable approach for linear averaging approach; only suitable for inverse averaging; one outlier can drag the entire set of results down and could lead to failure of the test case
CTTC: seen comparisons of these methods; even though this was mentioned as an issue for RC; there is an Intel proposal that needs some clarification; apparently, CTIA has taken a decision

AT&T: we have proposed a substitution approach in CTIA (similar to #1); in our case we used SIR; there was discussion of perhaps fixing that value

CTTC: is that linked to inverse averaging?

AT&T: a firm decision concerning inverse or linear averaging for the MARSS metric in CTIA

CTTC: it seems the two decision are somehow linked

AT&T: we left the averaging open, as well as the throughput criterion open

SPI: it is still regular averaging in CTIA?  We don’t have inverse averaging in the test plan

AT&T: it is still under consideration as an action item

MMI: regarding substitution; what if one of the curves doesn’t even reach 70%? Will we replace a curve that may have a problem with a value of e.g. -70 dBm?
R&S: one discussion we have had is that putting in a high power level can penalize a single result; the approach here is to pick an arbitrary high power level; perhaps this method may not be appropriate for linear averaging

MMI: if method A reaches 95% TPT and method B does not reach 70%, instead of understanding the difference between these methods, do we just substitute a value?  We would rather have harmonization that is robust enough such that in the case of such discrepancies, we should understand the cause of the difference

KS: support MMI

Intel: this could happen to any method, so this is linked to certification and not just a harmonization discussion

MMI: in order to have a successful harmonization process, we need methods that can truly harmonize on the differences in device performance

AT&T: Intel made a statement that the inability to reach the TPT criterion could be observed in any method; but in the case of RC, it would only occur in the stepped stirring conditions, but I assume that is not the intended usage mode for RC; don’t we really have two situations here associated with spatially controlled environments as opposed to RC?
R&S: we found that continuous stirring mode uncovered more curves than the stepped stirring mode in the data we have

AT&T: but by the nature of the chamber, you are averaging everything together

R&S: but not when we apply regular or inverse averaging across the curves; we should use the same averaging approach

CTTC: in RC we are using a large number of stirring states; when this occurs in a few outliers, then the averaging reduces the impact of the effect

R&S: this is not consistent with what we have seen; if we substitute -50 for one out of 120 curves, that moves the average significantly (for regular averaging approach)

CTTC: we mean the inverse

Approach #2:

MMI: on extrapolation approach, it seems that this covers about 10-12 dB difference; but why this curves does not reach the target TPT needs to be understood rather than extrapolating; this could be a differentiating factor of OTA performance
R&S: not sure if we are excluding the bad performers; if we look at the outcome, the extrapolated value does influence the linear average result; during certification the labs wouldn’t be interested in root-causing issues
MMI: in this case the lab may not have measured far below the 70% value; in that case extrapolation may not be possible, but the real data is showing that 70% is achievable; extrapolation may manipulate results artificially

Intel: not comfortable with extrapolation

KS: this is a slightly better way of establishing an upper limit rather than a fixed value; could be better than #1

MMI: suppose the test lab utilizes a search algorithm that stops at 70% TPT, then there wouldn’t be data available for extrapolation; how to resolve this?

R&S: if you don’t reach target values, you could simply decrease power and search down to 50% TPT

MMI: this is something new; we understood we had three outage points (70, 90, 95)

R&S: this is just an option; we also believe this is better than #1, but perhaps this may not be the way to move forward
SPI: it looks like the curve is smooth, but if the device is operating poorly, the curve may not be smooth; with extrapolating the slope will significantly influence the outcome point

R&S: agree

SPI: have you looked at more than one curve with this approach?

R&S: we just eyeballed it

SPI: don’t see extrapolation as being accurate; it may help a poorly performing device; this is just a substitution with a different number

Approach #3:

SPI: this is not a good approach; it gives the benefit to poorly performing devices

MMI: agree

NTT DOCOMO (from email comment): Max of measured throughput does not make sense

KS: understand the comment, but if a device that has a problem of reaching a target value, it would report the outage value at a higher value anyway; even at the 70% point it would be several dB worse than typical and beyond you’d have no data; the value reported based on achieved vs. max, those numbers would impact the average
Intel: we are interested in finding consensus, not push this particular approach

Approach #4:

MMI: we had agreed in the past to have more than one outage point is important; using 70% only is going backwards
CTTC: we propose that we not only use 70% but also note the behaviour of the device at other outages in order to determine pass/fail; we can do this across methods until we find out what is going on with devices not reaching the target value for some orientations

SPI: we are making observations about specific positions on a set of devices that we don’t if they are outliers; making a statement that we should always take 70% may be optimistic; this may not be true at every position across devices; we have seen that when we used the BAD reference antenna; 70% may not always be achieved

CTTC: we are deciding if the situation we are seeing at 95% would occur at 70%
SPI: disagree

MMI: from our experience, this effect is not rare

Intel: agree

CTTC: if 70% is not reached, this is not isolated to one orientation; it is probably not an outlier

KS: in the 4 devices used, there was only one orientation that had problems for each device; this is more typical; this is very device and orientation dependent

R&S: going back to the first MMI comment: if we really pick two outage values (such as 70 and 95), and we define a pass/fail limit, how do we handle the requirement that we need a single performance metric? Don’t we need a single outage value?

SPI: why are mixing this concept with the FoM averaging issue? This doesn’t imply that we would agree with a single outage level in this case

MMI: we can look back at versions of the WID before approval, some companies preferred to consider multiple outage points; we need to decide as part of this work

KS: in terms of outage levels, there aren’t precedents for multiple outage levels for the same tests; we would need a good reason why; the only reason to have more than 1 is if we thought we’d get a different answer; do we expect devices to perform well up to 1 outage point and differently for another?

SPI: the spatial aspects is the reason for the two points, because the slopes would change; this has never been tested

KS: are you suggesting that in all other receiver test cases the slope is constant?
MMI: there is no impact due to device antenna correlation in a conducted test; as long as correlation is linear, you can have a single outage point

Intel: to clarify, if we define multiple outages, do we define multiple pass/fail thresholds?

CTTC: we prefer to align with a single performance requirement

KS: the purpose behind the single performance requirement was to avoid different requirements for different methods; specifying different outage points on the same curve is a different matter; it is reasonable; it may be possible to define the 70% as the pass/fail, and then the 95% could be specified as a delta from that

MMI: the WID is clear to have a single performance requirement per test condition, but the number of outage points is up for discussion

CTTC: do we gain additional information with additional outage levels? Don’t we just find that some devices don’t reach 95% for some devices?

MMI: this is a major problem if we only pick the 70%, and the device never reaches 75%, then it is an important motivator for multiple outage points

KS: is there evidence that shows different slopes?

SPI: the curves start to spread out, then this creates a different slope when averaged; it is a measure of the variation with angle

CTTC: our suggestion is to pick 70% and check result, and if we pick 95% and get the same evidence, then what additional information except that some devices don’t reach the 95% value?

KS: the additional information here is that the outcome could agree on the 70% and not 95%

Approach #5:

MMI: this seems to be similar to the proposal seen in CTIA; do we note values on each curve or ignore curves and note?
R&S: the proposal is to ignore the curve for the average calculation, but we would highlight how many curves haven’t reached the target throughput; what to do with that information later on is a different discussion; a penalty could be assigned per curve that didn’t achieve target

MMI: if method A, where half the curves didn’t reach target, but method B has the other half the curves doesn’t reach the target; but if the average is the same, we could claim the methods are harmonized,  a different device with different antenna system will have completely different measurement results when measured in these two “harmonized” methods. R&S: this is beyond harmonization; what do we do even if a single method is down-selected? What is the FoM to report to network operators?

MMI: since we did not down-select methods, we have to consider this FoM discussion valid for all methods in the harmonization effort

AT&T: we do need some way to quantify the fact that a device could have good performance in some orientations and bad performance in the others
MMI: if this situation happens as we described, we would have different behaviour by the device in different methods, but then we’d declare harmonization based on the average results, which is not technically correct

AT&T: it sounds like you are describing setting a reference from a harmonization perspective

MMI: we agree that if we have a single method, then we have to find a way to actually calculate this average; we are still working on harmonization, and any option discussed here will be applied to all methods

Intel: how to handle this situation for the purpose of harmonization analysis? Do we flag it as an error?

R&S: suggest flagging and moving on

MMI: there is no way to move on from the mobile device antenna the design point of view

Sporton: can we handle the penalty by the portioin? e.g. half of them don't reach the outage level, then a 3dB penalty or so?
R&S: this could be a next step if the group considered Option 5; then this approach could be considered

SPI: we would like to propose

Proposal 6: do something similar to MOSG; for the purpose of the 12 positions in anechoic, you only average 10 out of the 12 regardless of performance, and only 2 are allowed to exhibit lack of ability to reach the throughput target; this avoid the substitution issue; if more than 2, the device fails
MMI: how do we resolve the problem if a device that reaches outage points in all 12 points, but device B doesn’t reach, but the average is calculated across the best 10; we may even map the poorer device to better performance value

SPI: we are looking at performance on average; this may be an effective approach rather the substitution method

KS: in receiver testing there are allowances for exceptions for spurious emissions and responses; a max. number of failures are allowed; this sounds like our case; it seems unusual to say that with only one exception the device fails everything; we could use that precedent here

AT&T: this may be a good approach; to MMI point: if the test results provide spatial results, then the orientations for which failures were noted should be documented as well; those should be same across harmonized methods that are capable of distinguishing orientations

MMI: in this example, if we allow exclusion of 2 az positions, we would average the best 10

SPI: we are proposing to exclude the worst 2 and average across the best 10
KS: we observed the issue with entire orientations and not just one or two azimuth positions

Chair: do we have a volunteer to coordinate this FoM handling?

KS: we can
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Additional measurement activity proposals
	R4-15XXXX
	Reference antenna testing proposal

	Source:
	Keysight

	Type:
	Discussion

	Summary:
	


Discussion:
Chair: can we determine if anyone has a concern?
SPI: we do; the proposal is to use the BAD and NOMINAL and in one case the GOOD; in some of these cases the BAD antenna is a problematic case with UMa; we would be testing cases that are likely to fail; seems not to be a good use of time; it would be better to use real devices, as was the goal of the WI
KS: the point here is to come up with known test conditions that are likely to highlight the same issues with real devices, and this is why we want to test the BAD antenna

Chair: is it possible to move forward on this as a company contribution rather than seeking group approval for a CATR activity?

KS: we prefer to move forward with group approval

SPI: the last time we used the BAD antennas, we used a different channel model (UMa-B); going to a different model, but that completely changes the scope of the work and all the measurements already done with UMa

KS: this is an important point; the problems seen with the bad antenna are precisely the conditions that are likely to highlight method differnces using UMa, the antenna cuts we are proposing have already been done; we are not proposing different cuts

MMI: before we go to the next step, we need to understand why RTS and MPAC agreed only on 7 of the 8 device orientations and not 8 of the 8?

Chair: sounds like there is no consensus; encourage company contributions on this topic
KS: if we don’t agree to resolve the issues identified in teh last WF, then we propose disregarding those few results where they did not match across methods for harmonization; we can’t not investigate this and as a consequence fail harmonization on the unresolved corner cases
SPI: for this case that did not achieve alignment, would KS be willing to share their antenna measurement?

KS: yes, this can be shared

	R4-15XXXX
	Proposal for inter-lab testing

	Source:
	CTTC

	Type:
	Discussion

	Summary:
	Our proposal for interlab test effort is summarized below:
- Started by initial interest from operators
- LTE FDD B13/B7 10 MHz

- One good device and one bad device per band

- Test conditions as prioritised by last MIMO OTA 3GPP call:

- MPAC/RTS with 3 orientations (P45, L45 and P90), 12 azimuth rotations per orientation, UMi, UMa

- RC with 400SF, stepwise, NIST 80ns

- RC+CE with 400SF, stepwise, LDSC (UMa-IS), SDSC (UMi-IS)

- eNodeB settings as CATR tests. These settings result in a max downlink TPUT of 35.424 Mbps and a max uplink TPUT of 5.16 Mbps.

- Channel Power (dBm/15KHz) from -75 to -120 with step 0.5 dB

- TPUT curve from 100% down to 50%

- Using Test Labs with methods validated at 3GPP/CTIA

- Test Vendors are welcome to help/interact with Test Labs

- The activity shall not interfere CATR extra testing




Discussion:

Chair: any companies with a concern?
KS: concerned with bringing a second lab into this test campaign; this could add a variable that is large; this work is necessary on test system validation but not part of harmonization

MMI: agree; going to a second lab is in conflict with what we agreed when we set up the harmonization campaign; cannot agree this proposal

CTTC: we are trying to quantify uncertainty; there is no harm in getting extra data

MMI: disagree; there is harm in analysing data not knowing the uncertainty in a second lab
KS: this exercise is not based on observation of results; the second lab could be 2 dB off from first lab just based on the MU budget; the fact that you observe the same answer is no proof that they aren’t at different ranges of their performance characteristics; bringing a second lab in has to apply the MU budget to the result, and this expands the harmonization analysis window

Chair: sounds like we don’t have consensus
3
Way Forward

Agreements from call #6:
Proposal 1: baseline test plan is existing harmonization campaign OTA test plan; prioritize P 45, L 45, P 90 for testing in MPAC and RTS; prioritize 400 SF per stirring state per power step for RC+CE and RC; does not contain the harmonization bound testing
Proposal 3: moving forward, all harmonization analysis shall use anonymized device names
Follow-up call on Thursday, same time
Agreements from call #7:

Proposal 2: start testing with devices KS1 and KS2 for B13 & B7 testing at CATR according to measurement plan agreed during call #6; also start testing the potential CMCC B41 device; priorities may be updated in a follow-up call on Friday
Proposal 5: Keysight will gather the options for FoM processing; a follow-up conference call next week will be held to review
Next meeting: tomorrow, Friday; one hour later
Agreements from call #8:

Proposal 2 (revised): start testing with devices KS1 and KS2 for B13 & B7 at CATR according to measurement plan agreed during call #6; additional devices (including the potential CMCC B41 device) may be included on a best effort basis, provided CATR can complete the testing for any additional device across all methods before the start of RAN4 #77; data supporting that these devices may outliers is to be provided to the MIMO OTA reflector
Proposal 4: Keysight to document proposed testing activity with ref antennas on the MIMO OTA reflector and to seek agreement over email
Next meeting: to be held next week (time to be determined via reflector)
Agreements from call #9:

Chair: do we have a volunteer to coordinate this FoM handling?

KS: we can
KS: we need a timeline for the reference antenna measurement proposal

CTTC: we can take a company effort for our inter-lab proposal; would also prefer a timeline

Chair: the tdoc request deadline is this Thursday

KS: we propose to work offline with Spirent; would like a call?

Chair: are there concerns with holding one more call on additional measurement activities? Let’s check progress on the reflector on Thursday and determine if we need an additional call during the week immediately before the meeting?
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