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1
Background
In an effort to build a theoretical foundation for the RC+CE methodology, this paper utilizes the WINNER channel model framework to define a set of geometric parameters for the model, to derive the statistical quantities associated with the ensemble of channel impulse response (CIR) samples generated by this model, and to provide a number of observations that can be applied in a general sense to the RC+CE methodology as it is defined today in [2].
2
Discussion
2.1
Model definition and parameters
In an effort to maintain theoretical traceability of channel model assumptions used for OTA tests in a reverberation chamber environment, it is proposed to define the 3D isotropic model based on the WINNER channel modeling framework [3], as shown below:
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Figure 1: Geometric description of the isotropic channel model

Adhering to the WINNER channel modeling formulation, we define an ideal isotropic scatterer that introduces a uniform angle of arrival distribution on a sphere.  Table 1 below collects the relevant parameters.

Table 1: Isotropic channel model parameters

	Parameter
	Setting

	Angle of departure (elevation)
	90 deg (fixed)

	Angle of departure (azimuth)
	Laplacian with 2 deg angle spread

	Angle of arrival (elevation)
	Uniform [0,180] deg

	Angle of arrival (azimuth)
	Uniform [0,360] deg

	Mobile speed
	30 km/h (direction of travel not modeled)

	Power statistics
	Rayleigh (K=0)

	Cross polarization ratio (XPR) (NOTE 1)
	0 (complete mixing of polarization modes)

	Number of taps (NOTE 2)
	20 or 100 (NOTE 3)

	Delay spread (NOTE 2)
	80 ns (NOTE 4)


NOTE 1: Polarization not modeled for the spatial/temporal correlation study and is only used in the link level (throughput) simulations
NOTE 2: Power delay profile was modeled in both the spatial/temporal correlation and the link level (throughput) simulations.
NOTE 3: The number of taps was chosen in line with the WINNER channel modeling assumptions in [3]; an initial analysis of the distribution of angles of arrival can be found in [7], [8]
NOTE 4: Represents typical value of measured RMS delay spread in an unloaded reverberation chamber, such as results shown in [3]
2.2
Model verification

2.2.1
Spatial correlation
The distribution of the angles of arrival of plane wave components is a uniform random variable such that the power angular spectrum (PAS) is
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where [image: image7.png]


 is the elevation angle of arrival, and [image: image9.png]


 is the azimuth angle of arrival.  The power angular spectra of the vertically and horizontally polarized arrivals are identically shaped and can be treated independently; thus, the following formulation omits polarization.

With a 3-dimensional distribution of angles of arrival, it is necessary to define the positions of the receiver elements in 3 dimensions as well.  Letting [image: image11.png](Ax, Ay,Az)



 be the separation distance along x, y, and z axes between the two receivers, we derive the field (spatial) correlation of two received signals as in [6]:
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where [image: image15.png]


 is the wave number.  Letting the receiver antenna lie along the x-axis and applying trigonometric identities, we have
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The exponential term can be expanded by a Bessel series such that
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where [image: image21.png]


 is the nth order Bessel function of the first kind.  After integrating the PAS (we have assumed that elevation and azimuth AoAs are independent random variables) and substituting (4) into (3), the spatial correlation is
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Figure 2 below illustrates these curves.

[image: image24.emf]0 0.5 1 1.5 2 2.5 3 3.5 4

-0.5

-0.25

0

0.25

0.5

0.75

1

x-axis antenna separation (



)



{



xx

}

3D ISO sp corr, f=751.0 MHz, 



=30 km/h, states=1001, 



/state=8

 

 

sim ensemble (3D along x-axis, 1 trials)

theory (2D in azimuth)

theory (3D along x-axis)


Figure 2: Spatial correlation function of the isotropic channel model
2.2.2
Temporal autocorrelation

The derivation of the expected value of the temporal autocorrelation function assumes identically distributed AoA spectral densities and uses the following simplified channel coefficient model [3]:
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Where [image: image28.png]


 is a random variable with uniformly distributed phase and Rayleigh distributed magnitude, [image: image30.png]


 is the mobile speed,  [image: image32.png]


 is the mobile direction of travel, [image: image34.png]


 is the elevation angle of arrival random variable, and [image: image36.png]


 is the azimuth angle of arrival random variable.  The temporal autocorrelation coefficient is 
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Substituting the AoA PAS (1) into the expectation, the temporal autocorrelation becomes
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Defining the normalized delay as [image: image42.png]


 and substituting, we have
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Using the identity in (4) and integrating the PAS (we have assumed that elevation and azimuth AoAs are independent random variables), the temporal autocorrelation is
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Figure 3 below illustrates these curves.
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Figure 3: Temporal autocorrelation function of the isotropic channel model
2.3
CIR simulation results
2.3.1
Generating the CIR
The channel impulse response is generated according to the following procedure:

1. Select DL frequency, UE speed, antenna positions

2. Select the number of independent states to populate the ensemble

3. Select the number of normalized delays ([image: image49.png]


) per state

4. For each stirring state:

a. Generate a sample from an independent uniformly distributed RV to represent the starting phase per stirring state

b. Generate a vector of independent elevation & azimuth angles (distributed as defined in the model parameters)

c. Calculate the directional Doppler component of each arriving ray

d. Calculate the directional phase component of each arriving ray

e. Calculate the CIR for each time instance (see (4.19) in [3])

5. Collect all CIRs in an ensemble
2.3.2
Spatial correlation

Figure 4 below illustrates the average spatial correlation curve calculated from 101 trials of a simulation together with a 95% confidence interval across different parameters of the model (number of states and number of rays).
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Figure 4: Impact of the number of states on SCF convergence

Observations:

· Given that the simulation environment is able to draw the angles of arrival from an ideal uniform distribution, the number of rays parameter did not have a significant impact on the spatial correlation function beyond a value sufficient to produce a Gaussian distribution of the magnitude and phase of their sum (see Step 7 in Section 4.2 of [3]); a value of 20 or 100 is sufficient for these simulations

· Values below 100 independent states yield large variations in the spatial correlation result of the model

· Variation in the spatial correlation function reduces with increasing number of independent states
2.3.3
Temporal autocorrelation

Figure 5 below illustrates the ensemble of temporal autocorrelation curves generated in the simulation.
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Figure 5: Impact of the number of normalized delays per state
on the temporal autocorrelation function
Observations:

· The number of normalized delays per state below 8 yield autocorrelation functions that diverge from the expected curve

· 12 normalized delays per state yield a stable autocorrelation function

· The simulated temporal autocorrelation function converged to the expected curve with increasing number of normalized delays per state
2.3.4
Power statistics

The power statistics for the isotropic channel model are shown in Figure 6 below (together with the AoA distributions and both correlation functions).  We observe that the Rician K-factor is not exactly 0 due to the exponentially decaying power delay profile.
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Figure 6: Distribution of AoAs (a), power statistics (b), spatial correlation (c), and temporal autocrrelation (d) of the isotropic channel model
Figure 7 and Figure 8 below illustrate the same statistics for two cases of single-cluster models:  one where the angular spread is 35 degrees for both azimuth and elevation AoAs, and another where the angular spread is wider (180 deg and 90 deg, respectively).
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Figure 7: Distribution of AoAs (a), power statistics (b), spatial correlation (c), and temporal autocrrelation (d) of the single-cluster channel model (elevation and azimuth AS=35 deg)
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Figure 8: Distribution of AoAs (a), power statistics (b), spatial correlation (c), and temporal autocrrelation (d) of the single-cluster channel model (elevation AS=90 deg and azimuth AS=180 deg)

We observe that there is no relationship between the Rician K-factor and the power angular spectrum of the rays’ AoAs.  This simplification of the model is consistent with [5] and is illustrated here to show that the efficacy of the isotropy test for reverberation chambers is of limited value when the goal is to determine the ability of the chamber to generate an isotropic propagation environment.
2.3.5
Simulation summary

Figure 9 below summarizes the spatial correlation and temporal autocorrelation functions’ error across a variety of simulation parameters.
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Figure 9: Joint impact of number of states and number of normalized wavelengths per state on spatial correlation (a) and temporal autocorrelation (b) error

Table 2 below lists recommended simulation lengths to ensure convergence of CIR statistics for three LTE frequency bands (13, 1, and 7); the calculations have been done assuming an MS velocity of 30 km/h.

Table 2: Recommended simulation lengths for CIR convergence

	LTE Band
	Frequency (MHz)
	Normalized
Delay (ms)
	Time per state
with 12 λ/state (ms)
	Time per simulation
with 200 states (ms)

	13
	751
	47.9
	574.8
	115,000

	1
	2140
	16.8
	201.6
	40,300

	7
	2655
	13.5
	163.2
	32,600


These recommendations are separate from block error rate (BLER) convergence considerations in a demodulation test (such as those employed in MIMO OTA testing).  BLER convergence typically requires 10,000 to 20,000 subframes per power step and can be verified experimentally.

We note that Section 5.2.1 in [3] recommends the following:

Channel sampling frequency has to be finally equal to the simulation system sampling frequency. To have  feasible  computational  complexity  it  is  not  possible  to  generate  channel  realisations  on  the sampling frequency of the system to be simulated. The channel realisations have to be generated on some lower sampling frequency and then interpolated to the desired frequency. A practical solution is e.g.  to  generate  channel  samples  with  sample  density  (over-sampling  factor)  two,  interpolate  them accurately  to  sample  density  64  and  to  apply  zero  order  hold  interpolation  to  the  system  sampling frequency.  Channel  impulse  responses  can  be  generated  during  the  simulation  or  stored  on  a  file before the simulation on low sample density. Interpolation can be done during the system simulation. To  be  able  to  obtain  the  deep  fades  in  the  NLOS  scenarios,  we  suggest  using  128  samples  per wavelength (parameter  ‘SampleDensity’ = 64). When obtaining channel parameters quasi-stationarity has  been  assumed  within  intervals  of  10-50  wavelengths.  Therefore  we  propose  to  set  the  drop duration corresponding to the movement of up to 50 wavelengths.

The findings in this report have reduced the simulation length recommended in [3] significantly.

Furthermore, an analysis of the power statistics has shown that the efficacy of the isotropy test (which is based on moment matching of the measured power statistics) for reverberation chambers is of limited value when the goal is to determine the ability of the chamber to generate an isotropic propagation environment.
3
Conclusions
This paper has presented a definition of the isotropic channel model in line with the theoretical fundamentals defined by the WINNER Project [3].  The model has been validated in terms of its power, angular, and correlation properties.  An analysis of the convergence of the ensemble of channel impulse response samples has yielded a table of recommended simulation lengths.  The following is a list of specific observations:
Observation 1: the efficacy of the isotropy test for reverberation chambers (i.e. a test based on estimating the moments of the power distribution in a single point in space) is of limited value when the goal is to determine the ability of the chamber to generate an isotropic propagation environment.

Observation 2: the convergence of the spatial statistics of the isotropic CIR ensemble is dependent on the number of independent sets of AoAs; based on the simulation results in this report this value is 200 states.

Observation 3: the convergence of the temporal (Doppler) statistics of the isotropic CIR ensemble is jointly dependent on the number of independent sets of AoAs and the number of samples per state; based on the simulation results in this report the number of samples per state is at least 12 normalized lags (please see Clause 2.2.2 for a derivation).

Observation 4: Given that practical test systems optimize for testing time, some of the model parameters may be tuned to improve the overall testing time.  In these cases a measurement uncertainty element needs to be defined to account for the impact of utilizing CIR ensembles with suboptimal convergence properties.
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