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1 Introduction

The LTE BS EVM has been extensively discussed within RAN4. During the RAN4#44, quite many issues were settled. This paper discusses a few remaining issues e.g. the position of EVM window for optimizing the EVM and also the required EVM level for different modulation schemes.
We also include text proposal for the TR 25.804 [1] to include the EVM window position optimization.
2 Discussion
Assuming the current approach for positioning of the EVM window in [1], the obtained EVM value can be far from the actual value since the position is fixed to middle of the estimated cyclic prefix (CP). This approach creates unnecessary measurement error since the EVM minimization process is not optimized. Furthermore, the current approach to establish synchronization – MA filtering of the estimated TX filter chain impulse response – would result in unreliable timing estimates as described below:

Considering for instance the 5 MHz BW case and use the proper FIR filtering to fulfill the emission masks (RF filters excluded from the chain) the impulse response is dominated by the spectrum shaping filter. Taking a moving average filter of length 37 (CP length plus 1 for 5 MHz) over this FIR filter the following synchronization metric is obtained 
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The different curves correspond to taking the MA directly over the channel estimate, the magnitude of the channel estimate, or the squared magnitude of the channel estimate. Currently, it is proposed to use squared magnitude of impulse response, i.e. green curve. This curve does not contain any distinct maxima, thus the estimate will be very unreliable. It is easily possible to be +/- 20 samples off for the 5 MHz case (i.e. a large portion of the EVM window are outside the CP), resulting in very high EVM values. 

By deploying optimization scheme where the position of EVM window for all possible synchronization positions is tested, the true EVM value is better captured. 

Based upon the above discussion, using the proposed optimization scheme, we simulated the EVM for various modulation schemes assuming the following:
· RS are averaged in time-domain over whole frame and the resulting FEQ coefficients are kept constant within the whole frame.
· RS are averaged in frequency-domain using MA filter of length 19 (11 for 1.4 MHz )

· Every 6th sub-carrier and every 7th OFDM symbol contain RS

· 2nd RS in each sub-frame is not utilized since not always available

· Random data of specified modulations scheme are applied to sub-carrier not occupied by RS
· In total 140 OFDM symbols (1 frame) are transmitted. For 64QAM 50 frames were transmitted to increase the confidence.
· Obtained EVM values averaged over one frame are the maximum values within an EVM window. For 64QAM, the worst frame out of 50 was taken.
· Position of EVM window is optimized to deliver minimum EVM values

· Not necessarily exactly in the middle of the CP

· Length of EVM window is 7, 15, 32, 66, 102, and 136 for 1.4,  3,  5, 10, 15, and 20 MHz, respectively
· EVM for QPSK, 16QAM and 64QAM is modeled as AWGN with level of 17.5%, 12.5% and 8% respectively

· No RF filter added in the simulation chain
The outcome of the simulation is summarized in the table below for QPSK, 16QAM and 64QAM modulation respectively
	BW
	QPSK
	16QAM
	64QAM

	
	All RB 
	Edge RB
	All RB
	Edge RB
	All RB
	Edge RB

	1.4 MHz
	17.96
	18.09
	12.81
	12.9
	8.40
	8.46

	3 MHz
	17.76
	17.82
	12.66
	12.80
	8.17
	8.42

	5 MHz
	17.74
	18.04
	12.68
	12.91
	8.13
	8.42

	10 MHz
	17.67
	18.20
	12.62
	13.21
	8.11
	8.40

	15 MHz
	17.65
	18.11
	12.60
	13.06
	8.08
	8.40

	20 MHz
	17.61
	18.37
	12.58
	13.13
	8.07
	8.40


One can note that measurement error of slightly below 1% is unavoidable given the best optimization scheme.
During previous RAN4 meetings, the required EVM value between 7-9% was discussed for 64QAM. An average of 8% seems to be a reasonable way forward as well as 1% margin due to uncertainties and errors in the measurement procedure thus 9% including measurement uncertainties is a proper way forward. 
The EVM values for QPSK and 16QAM were also presented and the conclusion was that the legacy values from UMTS would be more than sufficient for E.UTRA.

Summarizing the above, we would propose the following requirement table for EVM:

	Modulation scheme
	Transmit EVM [%]

	QPSK
	[17.5+1]

	16QAM
	[12.5+1]

	64QAM 
	[8+1]


TP for TR25.804 6.8
Transmit modulation

6.8.1
EVM

6.8.1.1
Definition

6.8.1.1.1
Measurement system set-up
The measurement system set-up as currently specified in Annex B.1.2 of [24] for measuring UTRA BS EVM, as depicted in Figure 6.8.1.1-1 below, should be used for measuring E-UTRA BS EVM.


[image: image2]
Figure 6.8.1.1-1: Measurement system set up for EVM

6.8.1.1.2
Reference point for measurement

The EVM should be measured at the point after the FFT and a zero-forcing (ZF) equalizer in the receiver, as depicted in Figure 6.8.1.1-2 below [25].
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Figure 6.8.1.1-2: Reference point for EVM measurement

6.8.1.1.3
Basic unit of measurement

Separate EVM requirements should be specified for different modulation schemes. The basic unit of EVM measurement is defined over one subframe ( (1ms for frame structure type 1 and 0.675ms for frame structure type 2 excluding the guard interval.) in the time domain and 
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 subcarriers (180kHz) in the frequency domain: [25,26,31]
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where
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 is the set of symbols with the considered modulation scheme being active within the subframe,
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is the set of subcarriers within the 
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 subcarriers with the considered modulation scheme being active in symbol t, 
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 is the ideal signal reconstructed by the measurement equipment in accordance with relevant Tx models,
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 is the modified signal under test defined in 6.8.1.1.4.

Note that a resource block (RB) consists of 
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 resource elements, corresponding to one slot (0.5 ms for frame structure type 1 and 0.675 ms for frame structure type 2) in the time domain and 180 kHz in the frequency domain [27], i.e. the basic unit of EVM measurement is defined over two temporally consecutive resource blocks for frame structure type 1, and one resource block for frame structure type 2.

Note: 
Although the basic unit of measurement is one subframe, the equalizer is calculated over the entire [10] subframes measurement period to reduce the impact of noise in the reference symbols.

6.8.1.1.4
Modified signal under test

To minimize the EVM, the signal under test should be modified with respect to a set of parameters following the procedure explained below: [25]
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where
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 is the time domain samples of the signal under test.
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 is the sample timing difference between the FFT processing window in relation to nominal timing of the ideal signal.
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 is the RF frequency offset.
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 is the phase response of the TX chain.
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 is the amplitude response of the TX chain.

In the following  
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 represents the middle sample of the EVM window of length 
[image: image19.wmf]W

 (defined in 6.8.1.1.6)  or the last sample of the first window half if 
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is even.

The EVM analyser shall

· detect the start of each subframe and  estimate 
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· Obtain a coarse estimate 
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of the center of the cyclic prefix

· Repeat below described procedure for 
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values corresponding to the range of values 
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To determine the other parameters a sample timing offset equal to 
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 is corrected from the signal under test. The EVM analyser shall then

·  correct the RF frequency offset 
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for each subframe,

· estimate the TX chain equalizer coefficients 
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 used by the ZF equalizer for all subcarriers by

1. time averaging at each reference signal subcarrier of the amplitude and phase of the reference symbols, the time-averaging length is [10] subframes This process creates an average amplitude and phase for each reference signal subcarrier (i.e. every third subcarrier with the exception of the reference subcarrier spacing across the DC subcarrier).

2. smoothing in the frequency of the time averaged amplitude and phase for each reference signal subcarrier domain by applying a moving average filter as described in section 6.8.1.1.8. This will yield equalizer coefficients 
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 at each reference signal subcarrier

3. performing linear interpolation from the equalizer coefficients 
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 to compute coefficients 
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4. performing linear extrapolation from the equalizer coefficients 
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 for any subcarriers that exist beyond the last reference signal subcarrier at the lower and  upper end of the channel.

At this stage estimates of 
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 are available. 
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 is one of the extremities of the window 
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 is odd and 
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is even. The EVM analyser shall then

· calculate EVMl with 
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· calculate EVMh with 
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6.8.1.1.5 
Timing offset

As a result of using a cyclic prefix, there is a range of
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, which, at least in the case of perfect Tx signal quality, would give close to minimum error vector magnitude. As a first order approximation, that range should be equal to the length of the cyclic prefix.  Any time domain windowing or FIR pulse shaping applied by the transmitter reduces the 
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 range within which the error vector is close to its minimum. 

When the cyclic prefix length varies from symbol to symbol (e.g. time multiplexed MBMS and unicast) then  
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 should be further restricted to the subset of symbols with the considered modulation scheme being active and with the considered cyclic prefix length type. 

6.8.1.1.6
Window length

The window length 
[image: image64.wmf]W

 affects EVM, and could be expressed as a certain percentage of the configured cyclic prefix length. In the case where equalization is present, as with frequency domain EVM computation, the effect of FIR is reduced. This is because the equalization can correct most of the linear distortion introduced by the FIR. However, the time domain windowing effect can’t be removed. 

6.8.1.1.6.1
Window length for short CP

The table below specifies EVM window length for channel bandwidths 1.4, 3, 5, 10, 15, 20 MHz [32], for short CP. 

Table 6.8.1.1-2  EVM window length

	Bandwidth MHz
	FFT size
	Number of useful RBs
	Cyclic prefix length 
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	EVM window length W
	Ratio of W to total CP (%)

	1.4
	128
	6
	9
	[7]
	[77.8]

	1.6
	
	
	
	
	

	3
	256
	15
	18
	[15]
	[83.3]

	3.2
	
	
	
	
	

	5
	512
	25
	36
	[32]
	[88.8]

	10
	1024
	50
	72
	[66]
	[91.7]

	15
	1536
	75
	108
	[102]
	[94.4]

	20
	2048
	100
	144
	[136]
	[94.4]


6.8.1.1.6.2
Window length for long CP

[FFS]

6.8.1.1.7
Observation period for sample timing difference and frequency offset

The observation period for determining the sample timing difference 
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~

D

 and frequency offset 
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 should be specified in the standards to avoid diverging measurement results from different implementations in the measurement equipments. The working assumption is that the observation period should be[one subframe (1ms) for frame structure type 1 and one subframe (0.675ms) for frame structure type 2, excluding the guard interval].

6.8.1.1.8
Determination of equalizer coefficients

Constrained equalizer coefficients at the reference signal subcarriers 
[image: image68.wmf])

,

(

ˆ

f

t

a

 and 
[image: image69.wmf])

,

(

ˆ

f

t

j

 are derived from the time averaged values by applying smoothing in the frequency domain. This is done to constrain the amount of BS TX impairments which can be removed by the equalizer, particularly in the centre of the channel.
The equalizer coefficients for amplitude and phase 
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 are obtained by computing the moving average in the frequency domain of the time-averaged reference signal subcarriers. The moving average window size is 19. For reference subcarriers at or near the edge of the channel the window size is reduced accordingly as per figure 6.8.1.1.8. The use of information other than from the reference symbols to compute the TX chain equalizer coefficients – such as data and control information – is precluded since this information is not readily available to the UE in a real-time receiver.
This constrained equalizer definition is not meant to imply any performance or implementation in the UE and is intended only as a stable reference against which BS TX impairments can be evaluated. 

[image: image72]
Figure 6.8.1.1.6: Reference subcarrier smoothing in the frequency domain

6.8.1.1.9
EVM requirements

The EVM requirements should be tested against the maximum of  the RMS average at the window W extremities of the EVM measurements  (i.e. EVMl and EVMh) over all allocated resource blocks with the considered modulation scheme in the frequency domain, and 10 consecutive downlink subframes (10 ms) for FDD and TDD frame structure type 1 in the time domain. For TDD frame structure type 2, 15 consecutive downlink subframes is used, i.e. [26]
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where the outer minimization procedure is taken over all 
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values within the interval 
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Ni is the number of resource blocks with the considered modulation scheme in subframe i and x is either l or h. For TDD frame structure type 1, partial sub-frames prior to a DL to UL switching point shall not be included in the averaging. For TDD frame structure type 2, special fields (DwPTS and GP) in half-frame are not included in the averaging.

3 Conclusions
In this paper, some of the remaining issues regarding the E-UTRA BS EVM were discussed in detail. We propose to adopt EVM window position optimization ensuring that the measurement errors can be kept to a minimum. We also propose EVM values for all modulation schemes supported by E-UTRA DL considering the earlier presented values in RAN4 and the lengthy discussion on possible measurement errors.
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