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1    Summary
It might be relevant to consider deployment and application aspects in relation to the proposed requirement for 64QAM modulation accuracy. This requirement should be based on a reasonable compromise between throughput loss and cost. Judging from the results presented thus far, it is appears that the TX EVM requirement for 64QAM should be around 9% in case a composite requirement is feasible. However, some applications like Home Node Bs could merit a slightly tighter requirement.
The EVM limits the achievable SNR and may thus cause a degradation of the maximum throughput. On the other hand, a stringent EVM requirement will in turn pose tough requirements on e.g. PA linearity and can be difficult particularly for the higher power ratings. Initial simulations [1] have shown that differences in 64QAM throughput for various EVM requirements are noticeable for geometry factors exceeding 15 dB; bigger variations are expected above 20 dB. However, measurements and simulations have shown that in urban areas the probability for a geometry factor exceeding 15-20 dB is quite low, so therefore it seems reasonable not to over-specify the 64QAM EVM for this scenario: 9% appears to be a reasonable compromise.
Metrics other than composite EVM has been proposed for 64QAM not to penalise lower-order modulations. The test model for the composite signal must then be chosen with great care not to compromise 64QAM performance whenever this modulation complexity is viable, e.g. for a Home Node B scenario with isolated cells. The output power levels are significantly lower in this case: tighter accuracy requirements could perhaps be specified for BS classes such as Local Area BS?  It is interesting to compare with the WLAN standard IEEE 802.11a that also supports 64QAM. FWA-like applications with high-gain antennas may also benefit from good modulation accuracy.
2     EVM simulations
In [1] throughput curves as a function of EVM are presented for 15-code HSDPA, carried over a PA3 channel and using a Type 3 receiver. The simulations effectively assume perfect link adaptation (16QAM and 64QAM). Figure 1 from [1] shows the results for RX EVM of 7%. It can be seen that, in general, the difference in throughput for 0% TX EVM and >0% EVM is only noticeable if the geometry factor exceeds 15 dB. At G = 20 dB the user throughput is degraded 10% at 9% TX EVM.    
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Figure 1: Throughput as a function of TX EVM with receiver EVM of 7% [1].

3     Geometry factors
Next we look at the probability of achieving geometry factors exceeding 15 dB. Theoretical results for a hexagonal pattern and a Manhattan rectangular street grid are shown in Figure 2a [2], which displays the CDF of the geometry factor for these two scenarios. The Hata model has been used for the hexagonal grid (3-sector), and various models (including Walfisch-Ikegami) for the street microcell scenario. The former is the more difficult since the Hata model assumes Node B antennas over roof top levels. We observe that the probability of achieving G > 15 dB is 4%. For the more benign microcell scenario (lower antenna heights) the corresponding figure is 25%, which also indicates that careful planning and choice of antenna locations can improve the situation at specific sites.
The macrocell results presented of [2] are probably obtained using three-sector installations and antennas with a front-to-back ratio around 20 dB (hence the upper limit at about 17 dB). However, most antennas used in live networks have front-to-back ratios exceeding 25 dB, which implies a greater probability of achieving high geometries (Figure 2b) while at the same time giving an upper bound for three-sector installations. 
It is interesting to compare with measurements. Figure 3 displays results obtained in a lightly loaded live network (the same figures are expected in an evenly loaded network) [3]. The probability of achieveing G > 15 dB is less than 10%. 

In any case, the probability of achieving geometry factors in the range of 15-20 dB will still be quite low, particularly for the macrocell scenario. Hence it seems unnecessary to specify undue stringent requirements for TX EVM, since the probability of achieving high geometry factors for which there is a significant difference in EVM performance is low. This is indeed more important for the macrocell scenario, where high-power Node Bs are used. 
For a microcell scenario the benefits of 64QAM are more obvious due to a more favourable inter-cell interference condition, but a 9% requirement still appears to be a reasonable compromise. Judging from the (preliminary) results in [1] the gains of a TX EVM requirement tighter than 9% for the typical RX EVM of 7% is appear to be small.
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                                            (a)                                                                                   (b)
Figure 2: simulated geometry factors for two scenarios, macrocell and microcell scenarios (a) [2], and impact of different front-to-back ratios (b).
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Figure 3: measured data taken in a lightly loaded network [3].

4    WLAN (IEEE 802.11a)

Could lower-power Node Bs like the Local Area BS merit slightly tighter accuracy requirements?
It may be useful to compare with WLAN (OFDM) that also features 64QAM. The maximum output power is typically about 50-100mW, thus requiring a much smaller PA than that used for a macrocell UTRAN Node B. The cost for achieving a certain modulation accuracy is different at a lower max power; all metrics like ACLR, EVM etc are difficult at the saturation point of the PA which is unfortunately the most optimal point in terms of its efficiency.
The metric for the constellation error for 802.11a is not identical to the composite UTRA EVM but the general principle for obtaining it is the same, i.e. a ratio between the error signal and the reference averaged over a number of frames. The WLAN waveform is also a composite modulated signal: it comprises 48 equally modulated subcarriers and 4 pilots (BPSK). The EVM metric can be found in Annex A. 
The modulation accuracy for the 64QAM mode with the highest code rate is 5.6% (10% for the other 64QAM mode).  For a Home NodeB (Local Area BS), with its lower max power, it may be possible to specify a tighter modulation accuracy < 9% and thus achieve a smaller throughput loss at high geometries. 
5    Code EVM easier for 64QAM?
If a 9% TX EVM for a composite signal including 64QAM would make it more difficult for lower-order modes such as 4QAM, can another metric do the job? 
The main point is to maintain sufficient TX SNR for any codes used. According to [4], the projection of a constituent code k onto the composite error
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 can be written as
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where the last term is a covariance term that involves both auto-correlation and cross-correlation functions of the constituent codes of the composite waveform s. Dividing by the code power of code k we find
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where composite
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 the relative code power. This is just the inverse of the TX SNR. Clearly, CDE is not only bounded by the EVM, but also depends on the covariance term 
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. If SF is large, 256 say, the last term is likely to be small. However, for SF = 16 there are autocorrelation and cross-correlation peaks and the last term may not be negligible, and this effect may be further reinforced by the radio channel if there is no equalizer in the RX chain (Type 2).  
The PCDE appears to be relevant only when SF is constant for all the codes, like for Test Model 3 in TS25.141 that uses up to 64 DPCH. For SF = 256 we hope that the covariance term 
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If there are K constituent codes of equal powers then (in dB)
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In this case the SNR per code, the CDE inverted, is indeed bounded by the EVM (and the number of codes). There are some worrying results in [5] where CDEs for different sets of used codes with similar composite EVM are shown: the Code EVM depends on the code set chosen. This suggests that the assumption that the covariance term may not always be discarded even for a large SF.
When HS-PDSCH is combined with other traffic and CCH the SF varies across the composite code set, as well as the set size per user (not only one DPCH). PCDE will obviously not guarantee any CDE (TX SNR) for a HS-PDSCH if a PCDE requirement is put using SF = 256. CDE is more relevant, but it will depend on the code set, the spreading factors used in the composite waveform and the relative code powers as can be seen in the formula above. Clearly, reducing the composite EVM will reduce the CDE for all constituent codes, but the relative code power and the code set of a new Test Model used for a CDE requirement must be chosen with care in order to give some confidence of SNR performance other 64QAM modulated code sets that can be used in practice. 
A composite EVM requirement apparently works for 16QAM, but its overall SNR requirement (not only modulation accuracy) is of course more lax than that of 64QAM. In fact, the composite requirement may be doubtful whenever the SF and the code powers are not constant, and may be particularly difficult for lower SF.
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Annex A: excerpt from the 802.11a standard [6]
The sampled signal shall be processed in a manner similar to an actual receiver, according to the following

steps, or an equivalent procedure:

a) Start of frame shall be detected.

b) Transition from short sequences to channel estimation sequences shall be detected, and fine timing

(with one sample resolution) shall be established.

c) Coarse and fine frequency offsets shall be estimated.

d) The packet shall be derotated according to estimated frequency offset.

e) The complex channel response coefficients shall be estimated for each of the subcarriers.

f) For each of the data OFDM symbols: transform the symbol into subcarrier received values, estimate

the phase from the pilot subcarriers, derotate the subcarrier values according to estimated phase, and

divide each subcarrier value with a complex estimated channel response coefficient.

g) For each data-carrying subcarrier, find the closest constellation point and compute the Euclidean distance

from it.

h) Compute the RMS average of all errors in a packet. It is given by:
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(28)

where

LP is the length of the packet;

Nf is the number of frames for the measurement;

(I0(i,j,k), Q0(i,j,k)) denotes the ideal symbol point of the ith frame, jth OFDM symbol of the

frame, kth subcarrier of the OFDM symbol in the complex plane;

(I(i,j,k), Q(i,j,k)) denotes the observed point of the ith frame, jth OFDM symbol of the frame,

kth subcarrier of the OFDM symbol in the complex plane (see Figure 121);

P0 is the average power of the constellation.

The vector error on a phase plane is shown in Figure 121.

The test shall be performed over at least 20 frames (Nf), and the RMS average shall be taken. The packets

under test shall be at least 16 OFDM symbols long. Random data shall be used for the symbols.
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