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1 Introduction
In support of the SI “Evolved UTRA and UTRAN” [1], this document proposes a systematic methodology to evaluate the performance of E-UTRA and UTRA. As E-UTRA is aimed at supporting packet-switched (PS) services, the methodology described below is designed to capture this feature. It is also noted that this methodology does not preclude the use of previous evaluation methodologies such as deterministic analysis and Monte Carlo simulation if such use is well justified.   
2 Methodology
Considering the fact that the coexistence study always involves two networks, the methodology adopts a hybrid approach in terms of system modeling. In this methodology, an E-UTRA network is modeled using a dynamic simulator. A dynamic simulator is desired because it can not only capture traffic burstiness and packet delay, which are important metrics to evaluate the network performance when supporting PS services, but also explicitly model resource allocation in response to channel variation. On the contrary, current Monte-Carlo type of static simulations as used for studies in TR25.942 [2], albeit simple and fast, cannot achieve these desirable functionalities due to the lack of explicitly maintaining time index in the simulation. A UTRA network is modeled by the widely used Monte-Carlo static simulator. This is in line with the philosophy that previous simulation tools should be reused as much as possible to save time and resources. Next, we describe the dynamic simulator.  

2.1 Architecture of the dynamic simulator
The dynamic simulator proposed to model E-UTRA networks consists of three main components from top to down: Upper layer traffic model, MAC that deals with scheduling and resource allocation, and the physical layer model. 

2.1.1 Traffic modelingThe traffic models that E-UTRA is expected to support can be divided into two categories: best effort services or non-real-time services such as file downloading and web browsing, and real-time services such as VoIP and streaming video. A complete list of traffic models can be found in [3] with parameters to be specified. To support those types of traffic, two transport layer protocols, i.e., TCP and UDP are used. While UDP is simple and only offers a minimal transport service without guaranteeing end-to-end reliable packet delivery, TCP provides reliable packet delivery through retransmission. Also, TCP can respond to network bandwidth changes by dynamically adjusting its transmission rate. To capture TCP’s impact on resource allocation and packet delay, the simulator will model those TCP behaviors. 
2.1.2 MAC modelingIn line with 3GPP TR 25.813 [4], scheduling and resource allocation are performed in MAC. Basically, based on UEs’ throughput history, QoS requirements, and channel status, different scheduling criteria could be used. It is known that round-robin scheduling and maximum C/I scheduling provide two extremes in terms of throughput and fairness. To consider fairness also, proportional fair scheduling could be used. Once an UE is selected to be serviced, it will be allocated a certain number of sub-carriers and the corresponding MCS will be determined as well.
2.1.3 Physical layer modelingFor the physical layer transmission schemes, TSG-RAN #30 has decided that OFDMA will be used for downlink (DL) and SC-FDMA used for uplink (UL) [3].  Also, it was proposed to adopt the HARQ as well as fast retransmission in the physical layer. Since the full link-level simulation will consume a large amount of time, it is time-efficient to model the link performance in system simulation by using some link error probability prediction method, such as the exponential effective SIR mapping (EESM) described in [5]. In [6], this method was enhanced to model the effect of HARQ if HARQ is not explicitly modeled in the system simulation. 
Power control is also an important issue. Currently, it is assumed that fixed power is allocated to each sub-carrier in the downlink so that power control is not needed for DL. For UL, when frequency reuse factor is 1, UEs at the edge of cell or at bad coverage locations will experience severe performance degradation. Therefore, power control is needed to achieve good cell-edge performance for UL.
2.2 Combination with the Monte-Carlo simulator

The existing Monte-Carlo simulator will still be used to model UTRA networks. Further, the circuit-switched (CS) service is assumed, which is consistent with previous coexistence studies [2]. Now the key is to combine the two simulators in one simulation when studying the coexistence of an E-UTRA network and a UTRA network. It is described as below. 
As shown in Fig. 1, when the simulation starts, simulation initiation is completed. This includes laying out the two networks, setting up each network’s masks. Also, for E-UTRA networks, users are randomly distributed in the network. Depending on simulation goals, each user can be assigned with the same or different traffic models, which will determine the traffic generation pattern and session duration. The simulation time is divided into small time slots. The size of each slot could be a TTI (transmission time interval) or a few OFDM symbols, with the assumption that the channel status stays unchanged during each slot. For the dynamic simulator that is contained in the left red box, at each slot, each active user’s transmission is scheduled. After that, the number of needed sub-carriers will be allocated and the appropriate MCS will be decided. Then, the SIR for each user is calculated taking into account the inter-cell and inter-system interference. Note if users are mobile, their mobility can be incorporated into the channel model. Then, the FER is obtained using the above mentioned link error prediction method. If the packet is not correctly received, it will be retransmitted for certain traffic models, thereby causing increased delay. Next, the user source buffer is updated according to the assigned traffic model. Finally, if the simulation time is not up, the time is incremented with the slot size and the cycle described above repeats. At the end of the simulation, statistics such as user throughput, cell throughput, packet delay, and packet loss ratio can be collected. Those statistics will be the performance metrics used to evaluate E-UTRA networks. 
For the Monte-Carlo simulator that is contained in the right blue box, at each slot, a new trial is generated with a random user distribution. Then, the power control is modeled. After that, the SIR can be obtained, which also considers the inter-cell and inter-system interference. When the trial ends, if the simulation is not over yet, at the next time slot, another trial will be generated and continue in the same way just described. When the simulation ends, the number of users that can be supported in UL or DL can be obtained by averaging over all the completed trials. 

3 Conclusion

This contribution presents a high-level methodology to study the issues of system coexistence involving E-UTRA. While the dynamic simulator can capture traffic burstiness and packet delay that are critical to PS services, it is also recognized that it will be more complicated and more time-consuming than the Monte-Carlo type of static simulators. Further refinement and evaluation of this methodology is underway. 
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Figure 1. Simulation flow chart
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