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1 Summary

W-CDMA standard ([2], section 8.1.2) currently defines cell identification requirements, which are too vague because the environment, where they apply, and the associated success probability are not defined. If we make reasonable assumptions on this, the requirement can only be fulfilled with an extremely complex and power consuming UE implementation.

Based on a rather theoretical approach from [10], this paper presents a more detailed analysis. 

A quantitative proposal for modification of the standard is given, which manly clarifies the requirements, and suggest to increase the SCH-level by 2.5 dB.

2 Introduction

A theoretical analysis of the current cell identification requirements suggest that they apply only to AWGN-conditions [10]. According to the discussion on the reflector, however, this has not been the intention. That is, multi-path fading conditions are in principle included in the general requirement.

Due to the low SCH-signal-to-noise ratio of –20dB according to [2], synchronization is a severe statistical problem. Hundred percent detection probability within the required time is in no way achievable in multi-path fading conditions. There was, however, a common understanding on the RAN4 #23 meeting that the normal usage of Ec/Io-ratio as the sum chip energy over all propagation paths shall not be applied to the SCH-chip energy in the context of cell identification.

To summarize, the following important aspects are currently not addressed in the standard:

1. The necessity to combine the timing requirement for cell identification with an additional parameter about the detection probability because of the stochastic nature of the problem

2. A clear statement that the SCH chip energy requirement is path specific as opposed to e.g. the P-CCPCH, CPICH, or DCH chip energy, because this has an obviously impact on the network operation

Therefore, we think the cell identification requirements are currently not really a guideline for both, the UE manufacturer and the operator but leave much space for individual interpretation like the environment, where it applies, or the detection probability. A proper working of the system can not be expected because of that.

In this paper, only the intra frequency cell requirement is addressed. [10] describes also problems for inter frequency cell identification in compressed mode. This issue is left to a follow up contribution.

3 Refined Analysis

3.1 Generic Model Review

With the discussion paper [10] we tried to follow the general concept of the TS25.133, which is the specification of generic requirements that are independent of specific propagation conditions or the UE speed in order to ease network configuration. Following this concept, we presented a generic analysis, which was in particular based on a speed independent “block fading” model. This is a good approximation for low speed, where each synchronization step is characterized by a constant fading coefficient 

It is obvious from [10], that the normal interpretation of the “chip energy” as the sum energy over all paths leads to inconsistencies in the context of SCH-based cell identification for the given SCH-level because of the unacceptably bad synchronization performance.

Even for the case of a single path fading propagation, the overall performance of a reasonable UE-implementation seems too bad. It was, however, too early to draw a final conclusion from the analysis in [10] because of the generic (and simple) modeling.

The main approximations in [10] were the following:

· “Block fading” was applied where the SCH was weighted by constant "channel coefficient" during the accumulation process.

· Statistical independence between slot synchronization and the associated frame synchronization was assumed.

· The “extrapolation” of the sync time to a 90% successful overall synchronization was based on the observation of an almost constant shift of the performance curves with each doubling of the accumulation time.

3.2 Model Improvements

In the following we assume the same scenario and algorithm as described in [10], this means in particular a single SCH path from a single cell is received. No thresholds are applied to the first two synchronization steps but the maximum likelihood results are further processed.

The purpose of the improved modeling is the incorporation of temporal channel correlation into the analysis. Therefore we changed to a dynamic fading model. Most of the analysis was done using a classical Doppler spectrum. Section 6.1 describes some more details of the model.

3.3 Analysis

Based on this dynamic fading model, a slot and frame sync scheme as shown in Figure 1 has been analyzed. 
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 means the time distance between slot sync and associated frame sync, what we call a “probe”. 
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is the time difference between the start of different probes.

Thus, statistical dependence due to temporal channel correlation within each "probe" (slot sync plus associated frame sync) as well as between different probes are taken into account.
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Figure 1: Synchronization Scheme.
3.3.1 Single Probe

Figure 2 shows the statistical analysis for a single probe with 
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. The curves for different accumulation time and two different velocities (3km/h and 120km/h) show the combined detection probability of slot sync and associated frame sync, which is successful if both steps were successful. The results have a certain deviation from the analysis in [10]. Please find the details in section 6.4.

Please note, if we assume the UE is not aware of its velocity, we have to consider the worst case speed for each pair of curves. This is 120km/h for short accumulation and 3 km/h for long accumulation. All the results are far away from a reasonable detection probability of – lets say – 90% at the required SCH-level (see also section 3.4.1). Thus, a single probe is not enough for reliable detection.
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Figure 2: Single probe statistics.

3.3.2 Multiple Probes

This section gives an analysis for multiple synchronization “probes” according to Figure 1. With the scheme in Figure 1we follow in principle the proposal of many publications (e.g. [6], [7], or [8]). For each probe, the accumulation variables were reset to avoid problems with path drift between the probes. As in most of the publications we use the parameters as listed in Table 1.

	Parameter
	Value
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Table 1: Analysis parameters for multiple probes.
The SCH-level is based on the current standard requirement plus a reasonable implementation margin as explained in section 3.4.1.

Figure 3 shows the combined detection probability of two probes. The detection is regarded as successful if either the first or the second probe is successful. The curves show the success rate in dependence of the probe distance (see Figure 1).
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Figure 3: Two probes overall detection rate.

As expected from the propagation channel auto-correlation function in Figure 5, the overall detection probability depends on the probe distance for low mobile speed. It is independent from the distance for high speed. Correlation of probes always deteriorates the combined performance. This can be seen by comparison with the square of the theoretical channel auto-correlation function 
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. (combined detection rate is maximum when autocorrelation function is zero). A instantaneous repetition of the multiple probes seems not to be useful because of the statistical dependence of adjacent results and the associated loss of overall detection probability. Note also that the zero crossing points of the auto-correlation function depend on the (instantaneous) Doppler spectrum (see Figure 5, flat spectrum versus Jakes spectrum). A reasonable probe distance is in our opinion in the range of 150 ms or more.

With sufficient probe distance the combined detection probability converges to 
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, where p is the single probe (see Figure 2) and P the combined detection probability. This is the formula for statistically independent probes. For the further analysis we assumed therefore a sufficient probe distance such that they are independent (which also simplifies the analysis). The necessary number of probes in order to achieve the desired overall detection probability P is then given by:
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The following concrete number of probes for the parameters in Table 1 can be derived.

	Speed
	Single Probe Detection
Probability (p)
	Combined Detection
Probability (P)
	Number of
probes (K)

	3km/h
	21%
	90%
	10

	120km/h
	10%
	90%
	21


Table 2: Number of probe repetitions.
3.4 Implementation Aspects

3.4.1 Margin

For the analysis above, we took an implementation margin of 1,5dB into account. This is because our analysis did not count for

· Energy loss due to sampling time mismatch

· Analogue impairments

· Limited word length effects

· Imperfect SCH-codes cross and auto-correlations

· Control loops for AGC and AFC

· ...

A considerable part of the implementation margin comes from the energy loss due to sampling time mismatch. This is an error, which is specific and inevitable in the synchronisation process. Figure 4 shows the SNR-degradation which is caused by a sample time offset relative to the peak position of a raised cosine impulse response. The applicable range of this curve depends on the over sampling ratio (OSF). For OSF=2, the maximum offset can be ¼ Tc (beyond that, the peak is covered by the next sample).
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Figure 4: SNR-loss due to sample time mismatch.

3.4.2 Further Options

In the analysis above, many implementation alternatives could not be addressed. These are for example: The rules for peak selection (threshold based or not), the handling of already detected peaks, the support for coherent frame synchronization, the error recovery mechanism, the handling of simultaneous pop up of several cells, the number of processed peaks in dependence of the monitored set size, the handling of multiple paths from a single cell, an adaptation to the actual signal to noise ratio of each peak, application of sequential detection for slot sync, the number of available resources for frame synchronization and scrambling code identification, ...

We don’t want to go in all these implementation details since we think that the standard should give a guideline for the UE-manufacturer and the network operator about the UE behavior (detection time and probability at given signal to noise ratio) and simultaneously leave enough freedom for an individual optimization by exploiting these options.

4 UE Impact

Referring to the analysis above and the parameters according to Table 1, The UE has to repeat 21 “probes” (slot sync plus frame sync plus scrambling code identification and verification) within every time period 
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This is based on the premises:

· The UE does not know its own speed

· Successful synchronization is required to distinguish between the situations

· There is no detectable cell

· There is at least one detectable cell with the worst case signal to noise ratio

· 90% success rate is required

A lower bound estimation on the time for cell identification with a probe distance of at least 50ms according to section 3.3.2 yields:
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This value is already more than the required cell identification time of 800ms. Maybe a combination of the options in section 3.4.2 leads to an fulfillment of the requirement. This, however, considerably increases the UE complexity.

Moreover, we assume the –20dB requirement implicitly applies also to the cell re-selection task in the idle mode. The lower bound of the total accumulation time is
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. This dominates by far all other idle mode tasks and has direct impact on the power consumption of the terminal. We think this is not an acceptable figure for successful market introduction of the UMTS system.
5 Proposal

To cope with the identified problem we propose the following way forward.

· Introduction of a “generic” (single) set of parameters, which specify the UE behavior in multi-path fading conditions. These requirements shall be applicable to all reasonable fading conditions (Case1, Case3 of [1]). This means in particular:

· Clarification that SCH_Ec/Io requirements are path specific.
This introduces in fact the new parameter 
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. (The network has to take care for the cell specific delay spread properties by an appropriate configuration of the SCH power offset relative to other common channels.)

· Introduction and specification of the additional parameter “success rate for the given timing requirement because of the stochastic nature of the problem

· Keeping the original timing requirements

From the system aspect (section 4) and UE impact (section 4) discussion, we have the impression that the current requirement is exclusively at the expense of the terminal complexity and power consumption. Therefore we propose to change this and define the new parameter set as follows:
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	success rate

	-20dB
	-17.5dB
	90%


Table 3: Modification proposal.

This proposal would reduce the number of probes by a factor 5 to about 4 repetitions. Please note that the increased SCH level demand for an additional, “non orthogonal” SCH power in case of multi-path propagation (see Table 3). This should not harm the system capacity because the orthogonality is destroyed anyway in a multi-path environment.

6 Appendix

6.1 Channel Model Statistics

This section shortly describes the properties of the applied propagation model. Measured results of the model are validated against the theoretical curves. The channel implementation is based on the Jakes model [11], where a set of paths, each characterized by a certain Doppler frequency and initial phase, are superposed. The Doppler frequencies and the phases are chosen from a Jakes and uniform distribution, respectively. The temporal behaviour of the channel is fully predetermined after the initial selection of these parameters. All simulations are therefore based on an ensemble of several thousand trials with random initial conditions.
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Figure 5: Fading model auto-correlation function at 3km/h.
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Figure 6: Fading model magnitude distribution.
6.2 Path Specific Signal to Noise Ratio

The signal to interference ratio of the SCH at the UE is determined by the following transformation of the transmit power ratios:
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This is based on the equation:
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The path specific signal to noise ratio is than given by:
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where 
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 is the (linear domain) relative path power according to [1, section B.2].

6.3 Independent Slot and Frame Sync versus Dynamic Model

This section compares the present analysis to the model in [10]. It could be verified that the block fading model is almost identical to the 3km/h analysis, which is not shown here. A significant deviation comes, however, from the assumption of statistical independence of slot sync and frame sync. This is not valid for slow speed if slot sync and frame sync are performed immediately one after the other. Figure 8 shows the effect on the overall detection probability, where “1 frame and 15 slots” means 1 frame accumulation time for frame sync and 15 slots (also 1 frame) accumulation time for slot sync was applied.

As expected, the performance improves if slot sync and frame sync are performed closely one after the other. This is because the conditional probability of a successful frame synchronisation is better whenever slot sync was already successful because of a good fading condition. Note that slot sync and frame sync see almost the same fading condition. For long accumulation time and for high speed, the difference can be more and more neglected.
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Figure 8: Independent and coupled slot/fame sync.
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