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1.
Introduction:

Two HSDPA signal test models were simulated and then degraded by addition of noise or by clipping. The degraded signals were then analyzed to measure Error Vector Magnitude (EVM) and Peak Code Domain Error (PCDE). Measurements were made of the relationship between EVM and PCDE for both AWGN and peak clipping.

The peak code channels on successive runs were also observed to determine if the peak channel numbers were established by the selection of channel codes or by the (random) variability of the data.

2. The HSDPA signals:

We simulated 2 HSDPA test models, both derived from the HSDPA 3.6 Mbps fixed reference channel as specified by [1].

For the first of the two models, Model 1: 

· The 4 HS-PDSCH channel codes were [2, 3, 4, 5] in SF16.

· The OCNS channel codes were [2, 3, 4, 5, 6, 7] in SF128.

· The reference channel definition was modified to give the 6 OCNS channels the following non-identical time offsets: [0, 1, 2, 3, 4, 5].

For Model 2, the reference channel definitions were modified as follows: 

· The number of HS-PDSCH code channels was increased from 4 to 8.

· The channel codes were set to [2, 3, 4, 5, 6, 7, 8, 9] in SF16.

· The number of OCNS channels was increased from 6 to 12.

· The OCNS channels were given the following code values: [2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 14, 15] in SF128.

· The OCNS channels were given the following time offsets: [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11].

For testing with both models, the relative HSDPA power was set to –3 dB.

With AWGN SNR set to 60 dB and no clipping, Models 1 and 2 had measured Peak-To-Average (PAR) of about 10.1 dB and 10.4 dB respectively at probabilities of 0.0001.
The measurement tool is a SW CDMA signal analyzer. This analyzer works with filtered, over-sampled, CDMA waveforms. It performs basic channel estimation and demodulation and measures  Code Domain Power (CDP), EVM, Code Domain Error (CDE), and Peak code Domain Error (PCDE). For simplifying measurement of PCDE with 16-QAM data, the PCDE analysis was constrained to assume zero error in channels 0 and 1 (SF=16), which are known to contain no 16-QAM data. Hence the PCDE measurements are based only on the contents of channels 2 through 15. The length of the analysis data block in these tests is 300 symbols, which is 20 symbols short of 2 time slots. 

3. Simulation results and discussions:
In all the following tables, SNR, PCDE and CDE are expressed in dB. EVM is expressed in percent.

Relationship between EVM and PCDE with AWGN channel

The first set of tests measured the relationship between EVM and PCDE for AWGN. The results for Models 1 and 2 are tabulated in Tables 1 and 2.

	SNR setting
	50
	40
	30
	20
	10
	0

	PCDE_msrd
	-60.47
	-51.54
	-41.63
	-31.66
	-22.25
	-14.78

	PCDE_indx
	9
	3
	3
	3
	8
	8

	SNR_msrd
	48.91
	40.0
	30.13
	20.14
	10.13
	0.10

	EVM_msrd
	0.3584
	0.9996
	3.116
	9.843
	31.15
	98.95

	CDE_from EVM
	-60.95
	-52.04
	-42.17
	-32.18
	-22.17
	-12.14


Table 1. PCDE measurements versus SNR for Model 1.

	SNR setting
	50
	40
	30
	20
	10
	0

	PCDE_msrd
	-60.45
	-51.504
	-41.63
	-31.67
	-22.28
	-14.82

	PCDE_indx
	3
	3
	3
	3
	14
	14

	SNR_msrd
	48.99
	40.07
	30.18
	20.18
	10.18
	0.20

	EVM_msrd
	0.3553
	0.9917
	3.10
	9.80
	30.99
	97.74

	CDE_from EVM
	-61.03
	-52.11
	-42.21
	-32.22
	-22.22
	-12.24


Table 2. PCDE measurements versus SNR for Model 2.

Comparing measured PCDE (PCDE_msrd) with expected CDE based on the assumption that the CDE would be spread evenly over the channels (CDE_from_EVM) it can be seen that for an AWGN channel the PCDE is very close to the value expected if the CDE is evenly distributed.

Relationship between EVM and PCDE with clipping channel

The second set of tests measured the relationship between EVM and PCDE for circular clipping applied to the chips prior to filtering. The clipping level (in dB) is specified relative to the mean signal level without clipping. The results for Model 1 and Model 2 are tabulated in Tables 3 and 4.

	clip dB above mean
	10
	8
	6
	4
	2

	PAR(.0001)
	10.1
	10.3
	9.07
	7.92
	7.11

	PCDE_msrd
	-65.5
	-57.1
	-36.8
	-28.9
	-25.4

	PCDE_code
	13
	7
	2
	7
	6

	EVM_msrd
	.199
	.308
	2.50
	6.28
	9.48

	CDE_from EVM
	-66.1
	-62.3
	-44.1
	-36.1
	-32.5


Table 3. PCDE measurements versus clipping for Model 1.

	clip dB above mean
	10
	8
	6
	4
	2

	PAR(.0001)
	10.5
	9.52
	8.92
	7.71
	6.92

	PCDE_msrd
	-65.8
	-53.9
	-38.0
	-33.0
	-27.7

	PCDE_indx
	15
	13
	3
	5
	3

	EVM_msrd
	.200
	.768
	3.15
	6.62
	11.33

	CDE_from EVM
	-66.0
	-54.3
	-42.1
	-35.6
	-31.0


Table 4. PCDE measurements versus clipping for Model 2.

Comparing measured PCDE (PCDE_msrd) with expected PCDE based on the assumption that the CDE would be spread evenly over the error vector (CDE_from_EVM) it can be seen that for a clipped channel (SNR set to 60 dB) the PCDE is not equal to the value expected based on the assumption that the CDE is evenly distributed over the code channels. For Model 1 the measured PCDE is about 7 dB higher than the CDE expected from EVM. For Model 2 the measured PCDE is about 3 dB higher than the CDE expected from EVM.

The PCDE results are different for the two Models because for Model 1 there are only 4 HSDPA channels active and all fall into the first 8 code channels in SF = 16. For Model 2 there are 8 active HSDPA channels and some fall into the last 8 code channels in SF = 16. An observation of the CDP values indicated that in Model 1 there was only significant CDP in the first 8 channels, while for Model 2 the CDP is spread over all 16 channels.

Hence when clipping degrades the CDMA signal, the PCDE margin is not zero and may depend upon the number of codes and the code settings of the active channels. 

Determination of PCDE channel variability
In the above AWGN tests with SNR setting as the variable, the variation of the channel number for the peak CDE was limited (but not necessarily to zero) because each new run used the same random number generator initial settings for both signal bits and noise.
Consequently a set of separate tests was run in which the random number generator was not reset on each run to attempt to determine if the peak channel numbers would be more variable if the data and AWGN noise vectors were different. 

Tests run for Model 1 and Model 2 with SNR set to 10 dB are tabulated in Tables 5 and 6.

	Run number
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	PCDE
	-22.25
	-22.53
	-22.21
	-22.30
	-22.14
	-22.36
	-22.49
	-22.32
	-22.26
	-22.18

	channel
	8
	15
	10
	10
	13
	6
	12
	11
	6
	4


Table 5. Peak error channel versus run number for Model 1 with SNR = 10 dB.

	Run number
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	PCDE
	-22.47
	-22.51
	-22.50
	-22.16
	-22.45
	-22.61
	-21.93
	-22.52
	-22.39
	-22.13

	channel
	14
	12
	15
	10
	14
	11
	11
	14
	10
	13


Table 6. Peak error channel versus run number for Model 2 with SNR = 10 dB.

In order to interpret these results recall that channels 0 and 1 are assumed to have zero error in the CDE analysis. Consequently the only candidates for peak error channel are 2 through 15.

It can be seen that when AWGN degradation is applied, the variation of channel numbers for peak CDE appears to be generally random. In Model 1 there are peak channels spread across the available channel set. For Model 2, however, all peak channels are in the second half of the set, and fall only into the inactive channels.

The results for Model 1 and Model 2 with the clipping level set to 2 dB with respect to the mean (SNR set to 60 dB) are tabulated in Tables 7 and 8.

	Run number
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	PCDE
	-25.41
	-24.04
	-24.67
	-24.83
	-25.07
	-24.79
	-24.93
	-25.90
	-25.33
	-25.31

	channel
	6
	7
	7
	7
	7
	7
	7
	7
	6
	6

	EVM_msrd
	9.48
	10.93
	10.31
	10.30
	9.91
	9.81
	10.14
	8.86
	9.67
	9.42


Table 7. Peak error channel versus run number for Model 1 with clipping.

	Run number
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	PCDE
	-27.67
	-27.85
	-27.08
	-28.37
	-27.28
	-27.58
	-27.24
	-27.35
	-27.39
	-27.88

	channel
	3
	7
	5
	6
	5
	6
	2
	4
	4
	7

	EVM_msrd
	11.33
	12.25
	12.32
	12.02
	12.22
	13.02
	11.98
	12.28
	12.30
	12.02


Table 8. Peak error channel versus run number for Model 2 with clipping.

In these tests, when the clipping level is set 2 dB above the mean, the variation of channel numbers for peak CDE is again generally random except that all of the peak channels lie in the first sub-set of 8 channels for both channel models. The may be related to the fact that all of the code channels are in the first half of the set for Model 1, and only two lie in the second half for Model 2.
3.
Conclusions and recommendations:

It is shown that for an AWGN channel the PCDE is very close to the value expected if the CDE is evenly distributed. For a clipped channel, on the other hand, the PCDE is not equal to the value expected based on the assumption that the CDE is evenly distributed over the code channels, and the PCDE discrepancy may depend upon the number of codes and the code settings of the active channels. Finally, the variation of channel numbers for PCDE appears to be generally random but with some limitations related to channel selection and type of signal degradation.
Based on the results obtained using our test model, we have seen that the margin between the mean CDE and PCDE could be as large as 7dB. Since this margin is highly dependent on the test model begin used and can vary largely according to different assumptions like combination of codes, distribution of codes in the code domain and clipping algorithms etc., we recommend that there should first be an agreement on a common test model which should then form the basis for further simulations in order to specify the PCDE performance requirements.
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