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5.3 Solutions for issue 2
5.3.1 TCP Performance Enhancing Proxy (TCP PEP)

TCP PEP ([2]) has been widely discussed in IETF Performance Implications of Link Characteristics WG (PILC). A PEP is used to improve the performance of the Internet protocols on network paths where native performance suffers due to characteristics of a link or subnetwork on the path. Distinct standards track recommendations for the performance mitigation of TCP over links with high error rates, links with low bandwidth, and so on, have been developed or are in development by the Performance Implications of Link Characteristics WG (PILC). The TCP PEP is a transport layer PEP implementations. The most common PEP variant is the split connection TCP Proxy, which intercepts the TCP handshake (connection establishment) between the User Equipment (UE) and the server, becomes the TCP endpoint towards the UE and establishes a TCP connection with the server on behalf of the UE. After the connection setup, the TCP Proxy operates the separate server side (upstream) and UE side (downstream) connections asynchronously. The TCP Proxy has been investigated in Wideband Code Division Multiple Access systems as well as in LTE ([3][4][5][6][7]).

There are two further options depend on where the TCP PEP is located. 

· Option 1a: TCP PEP is deployed after P-GW/L-GW


[image: image1.emf]eNB

S/P-GW

Or

L-GW

UE TCP PEP Server


Figure 1 – example for TCP PEP after P-GW
This option is transparent to the UE. It does not require changes to standard. It can also use the Commercial-Off-The-Shelf TCP PEP product. 

· Option 1b: TCP PEP is collocated with the eNB


[image: image2.emf]eNB S/P-GW UE TCP PEP Server


Figure 2 – example for TCP PEP collocated with the eNB
This option is transparent to the UE. This option can be considered as eNB’s implementation, and not require changes to the standard. 
5.3.2 Network based Radio-Aware TCP
Achievable data rate (ADR) could be used to improve the accuracy of TCP congestion control. In this solution, eNB provides the ADR to server via CN.
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Figure 5.3.y-1 Network assisted radio-aware TCP solution
1. Upon decision to perform TCP optimisation, the CN will request eNB to report ADR, for this UE. In this step, the CN may also configure the reporting criteria and other related information. During handover procedure, CN may configure the target eNB to report optimization parameters by CN request or source eNB directly transfers related ADR report configuration to target eNB. 
2. According to the ADR assistance info report configuration, eNB reports the required ADR assistance info to CN. This can be reported periodically or event triggered by CN configuration (e.g. ADR drops below a certain threshold). 
3. CN sends ADR assistance info to TCP server; then TCP server set/update its congestion window accordingly.
Eligibility check similar to that provided for solution 1 of issue 1 may be applied, in case TCP optimization is only applied to some kind of user subscription, e.g. VIP users. 
Potential impact:
1. CN sends ADR assistance information report configuration to eNB;
2. ADR report configuration transferred to the target eNB;
3. eNB sends required ADR assistance information to CN;
4. Eligibility check related impacts as already presented in solution 1 for issue 1.
5.3.3 UE Based Radio-Aware TCP Solution
In this solution, UE provides assistance information e.g. ADR to the server. The assistance information is derived by UE with assistance from eNB. 

5.3.4 eNB generates TCP ACK on behalf of the UE

In this option, the eNB monitors the DL TCP packet. After the eNB receives the RLC ACK from the UE, the eNB generates the TCP ACK. To avoid the UE and eNB generates TCP ACK for a same TCP packet, the UE can request the eNB to activate/deactivate this function. This option mainly reduces the period for the UE to send the TCP ACK. 
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Figure 5.3.3.X – example for eNB generate TCP ACK on behalf of the UE
x.y Conclusion
There is no consensus on whether TCP PEP is enough for LTE, or possibility if the TCP behavior needs to be changed.
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