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Introduction
In the last RAN3#93bis meeting, the initial discussions on the CU-DU split granularity has been agreed [1], and the five options (per CU, per DU, per UE, per bearer, and per slice) has been adopted into the RAN3 TR 38.801 [2]. It was noted that the baseline will be per CU or per DU granularity and open for further discussions. In this contribution, we provide some further analysis of the CU-DU split granularity and split options based on latency.  

2

CU-DU split granularity
The discussion can be facilitated based on the below illustrations. 
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Figure 1: Illustration for per CU granularity (left) and per DU granularity (right)
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Figure 2: Baseline illustration for per UE and per Bearer granularities

The left of Figure 1 shows the per CU granularity such that DUs connected to the CU are all with the same split option, here e.g., the split option 2 (PDCP-RLC split). The right of Figure 1 shows the per DU granularity such that each DU connected to the CU may have different split option, here e.g., the CU-DU1 is with the split option 2 while the CU-DU2 is with the split option 6 (MAC-PHY split). Due to the definitions, we can see that each CU-DU transport network is only with one split option. 

Observation 1: For per CU and per DU granularities, each CU-DU connection is configured with only one split option.
The per UE and per Bearer granularities can be explained based on Figure 2 where for the CU-DU1, the split options 2/3/6 are configured while the split options 2/6 are configured for the CU-DU2 as an example. Firstly, their main difference to the per CU or per DU granularities is that multiple different CU-DU splits can be configured within each CU-DU transport network. The per UE granularity implies that each UE, regardless of services with QoS requirements, is tied to a specific split option while different split options can be configured per Bearer granularity within a UE.  

Observation 2: Both the per UE and per Bearer granularities can configure multiple different CU-DU splits within each CU-DU transport network.
2.1     Potential issues for per UE and per Bearer granularities
For per UE granularity, the split option is fixed per UE within a DU. If one UE is configured with the PDCP-RLC split and the other UE is configured with the MAC-PHY split for example, the MAC scheduler for the first UE is located in DU while that for the second UE is located in CU. The common radio resources within a DU has to be coordinated between the MAC schedulers in DU and CU. For such scheduling coordination, the hierarchical MAC scheduling structure and interface proposed for the intra-MAC split (option 5) can be a baseline [3]. 
For per Bearer granularity, multiple split options can be simultaneously configured for one UE if multiple bearers are with different QoS. If the scheduler is separated across CU and DU within the same UE, then for e.g. DL direction, each MAC will generate the TB for each bearer which may not be jointly combined for one UE. In this case, UE may need to be configured multiple MAC entities within a DU, which is not desired. Even if we can, the scheduler coordination across CU and DU will be much more complex than the per UE granularity.
In sum, the possibility that multiple split options can be configured simultaneously on a CU-DU connection may require the tight and complex CU-DU coordination and may limit the fronthaul options to be supported. 
Observation 3: Both the per UE and per Bearer granularities may require tight/complex CU-DU coordination and may limit the fronthaul options to be supported. 
3

Consideration on fronthaul splits based on Latency

One of the main factor whether a split option can support QoS or not is the corresponding CU-DU transport link capability. For example, suppose that UE is requesting services for eMBB and URLLC through DU1 in the left figure of Figure 1 (PDCP-RLC split). According to TR 38.913 [4], the end-to-end DL/UL user-plane latency (between ingress/egress points of the Layer-2/3 protocol) of 4ms for eMBB and 0.5ms for URLLC is required. Considering the radio interface latency and processing delay, either UL or DL through the CU-DU1 link may need to be transported at most few hundreds microseconds to meet the QoS of the URLLC. The self-contained subframe currently discussed in NR RAN1 (i.e., to send DL data and to receive UL ACK/NACK in the same subframe) is another example that puts heavy burden on the transport network latency. When deployed with the MAC-PHY split (option 5) for example where the scheduler is located in CU with having round-trip transport network delay, the self-contained subframe can be problematic since depending on the UL ACK/NACK the MAC in CU needs to decide/process whether to retransmit or transmit new DL data on the next subframe. This stringent latency requirement may be too restrictive for some splits options such as the MAC-PHY split and even lower splits. 
Note that one of motivations for the whole fronthauling discussion was to consider other split options than CPRI (PHY-RF split, option 8, which is anticipated to require huge amount of BW with very low latency when considering the multi beam-based massive MIMO NR operations), so as to allow the O&M-specific or cost-effective choice based on the deployed transport network capability in real life. For example, the PDCP-RLC split option can be configured for the transport network which incurs > 1ms one-way delay [2]. 

It may be suitable to put aside or make optional for the support of such latency-stringent URLLC or the self-contained subframe structure and to assume that RAN deployed with functional split will not support such restrictive services or structures.  

Observation 4: One important factor whether a split option can support QoS or not is the corresponding CU-DU transport link capability.
Proposal 1: RAN3 is asked to agree that the NR RAN deployed with functional split may not support the latency stringent service or structure such as URLLC and self-contained subframe.
3

Conclusions and proposals

In this paper the following observations are made:
Observation 1: For per CU and per DU granularities, each CU-DU connection is configured with only one split option.
Observation 2: Both the per UE and per Bearer granularities can configure multiple different CU-DU splits within each CU-DU transport network.

Observation 3: Both the per UE and per Bearer granularities may require tight/complex CU-DU coordination and may limit the fronthaul options to be supported. 

Observation 4: One important factor whether a split option can support QoS or not is the corresponding CU-DU transport link capability.
Based on the discussion and the observations above, we propose:

Proposal 1: RAN3 is asked to agree that the NR RAN deployed with functional split may not support the latency stringent services or structures such as URLLC and self-contained subframe.
Proposal 2: RAN3 to agree the text proposal below to be captured in TR 38.801 [2].
The TP is also provided in a separate document [5].

4  Text proposal for TR 38.801
--------------------------------------------Start of text proposal---------------------------------------------
11.1.3.3
Granularity of the Functional Split
Some possible options for the granularity of the CU/DU functional split are listed below:
-
Per CU: each CU has a fixed split, and DUs are configured to match this.
-
Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area.
NOTE 1:
For 2 cases above, each CU-DU connection is configured with only one split option. It is FFS how the CU/DU decide or coordinate the split, but a fallback would be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.
NOTE 2:
NR deployment with 2 cases above may not be able to support certain cases of extremely stringent latency requirements, such as URLLC and self-contained subframe. 
-
Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).
-
Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate.
NOTE: for cases 3 and 4 above, multiple different CU-DU splits options can be configured within each CU-DU connection.
-
Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.
From above, Per CU and Per DU options pertain to flexibility of network topology, and should be straightforward to support. Whether procedures are required to handle the initial configuration (or O&M is relied upon) is FFS. Note that in the Per DU option, one CU may need to support different split levels in different interfaces, which is not the case in the Per CU option.
Further granularity (Per UE, Per bearer, Per slice) requires analysis and justification based on QOS and latency requirements, and coordination complexity across CU-DU(s) when multiple split options are configured for transport network interfaces. Note that the Per UE, Per bearer and Per slice options imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane.
NOTE 1:
The baseline is CU based or DU based. If there are demands to have finer granularity (e.g. Per UE,Per bearer, Per slice), justification should be made clear first.
-----------------------------------------------End of text proposal-------------------------------------------
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