3GPP TSG-RAN WG3 Meeting #93bis
R3-162299
Sophia Antipolis, France, 10th – 14th October, 2016

Agenda Item:
10.3
Source: 
NEC
Title: 
Network Slicing and Tenant Charging
Document for:

Discussion
1 Introduction 
It has been argued in RAN3 #93 that resource isolation has to be maintained among slices in order to meet Service Level Agreements. It is hence reasonable for a given slice type to share its own statically OR dynamically allocated resources. In other words, it will be inefficient to allow more than 1 instance per Slice type within a node. .   
In order to enable resource efficient operation, the aim of the paper is to suggest as to how a network slicing has to be implemented in the NR network.
2 Discussion

SA2 agreed on the following slicing related definitions [2]:

1. Network Function: is a processing function in a network, which has defined functional behaviour and defined interfaces. A network function can be implemented either as a network element on a dedicated hardware, or as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.

2. Network Slice Template (NST):  is a logical representation of the Network Function(s) and corresponding resource requirements necessary to provide the required telecommunication services and network capabilities.

3. Network Slice Instance (NSI): is an instance created from a Network Slice Template (NST).

4. Network Slice: is a concept describing a system behaviour which is implemented via Network Slice Instance(s).
These recent agreements were built upon the following principles agreed by SA2 in July 2016. 

· Slice awareness in RAN and CN is through MDD together with some UE properties (capability, etc.)

· MDD may be configured or not in the UE

The MDD concept is evolved because of the following two reasons:
a) A UE may access multiple slices simultaneously via a single RAN.

b) Tenant concept.

MDD is therefore made of two parts: (Slice type, Tenant Id). 
Different tenants may have different SLAS that govern in terms of what different Slice types that each tenant is allowed to use. As mentioned before, it is efficient to run only one Network Slice Instance (NSI) in a node that can be shared by different tenants. This means that a Network Slice Instance will be common to all tenants and NSI will not be created per each tenant id.
Observation 1: creating NSI per tenant id can be sub-optimal. 

Proposal 1: RAN3 is respectfully requested to ascertain whether there will be only one NSI in a network that is common to all tenants.

2.1 Charging different Tenants per Slice usage
Similar to the measurement counters introduced as part of RAN Sharing WI, there has to be a mechanism in place for measuring data usage by each tenant id per different slices. Given that NR can support non-3GPP access technology such as IEEE 802.11, this charging can be differentiated depending on access technology used.

Observation 2: Accurate counters to measure data usage by each tenant has to be introduced.

Proposal 2: RAN3 is respectfully requested to include the TP presented for possible inclusion in TR 38.801.
3 Conclusion and proposals
This paper presents a way to enable UE IDLE-MODE and CONNECTED-MODE mobility in a network that supports tenant and slicing concepts which are in line with SA2 agreements. With this underlying principle in mind, it further makes the following Observations and proposals:
Observation 1: creating NSI per tenant id can be sub-optimal. 

Proposal 1: RAN3 is respectfully requested to ascertain whether there will be only one NSI in a network that is common to all tenants.
Observation 2: Accurate counters to measure data usage by each tenant has to be introduced.

Proposal 2: RAN3 is respectfully requested to include the TP presented for possible inclusion in TR 38.801.
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Key principles for support of Network Slicing in RAN
Network Slicing is a new concept to allow differentiated treatment depending on each customer requirements. With slicing, it is now possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 

The following key principles apply for support of Network Slicing in RAN
RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.

Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.

Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

Editor’s note: How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 
Support of QoS
-
RAN shall support QoS differentiation within a slice.

Editor’s note: It is FFS if RAN shall additionally support QoS enforcement independently per slice.
RAN selection of CN entity
-
RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.

Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

Slicing and charging
-
it is efficient for a node or network to possess only one Network Slice Instance per Slice type and having more than one instances per slice type will increase complexity while minimising resource utilisation
-
in a network node having a single Network Slice Instance (NSI) per Slice type, multiple tenants will be using the same NSI and hence, counters have to be introduced to measure data usage per slice type per tenant.
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