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1
Introduction
A first step to increase the number of UEs that can benefit from CoMP was proposed in [1]. Another objective of the study item is to reduce operators’ configuration burden relative to CoMP deployment, and we discuss in the present paper how this can be achieved based on already existing and new X2 signaling. Further steps to optimize the average and cell edge user packet throughput gain are also considered and solutions are proposed. 
2
Discussion
One of the targets of SON for eCoMP is obviously to reduce operators’ configuration burden relative to CoMP and in particular in the initial setup of the Cooperation Areas (CAs). While some parameters for such setup will have to be configured or derived from implementation requirements, e.g. the targeted CA size in terms of number of involved cells (sectors) and eNBs, we believe the following existing and new X2 signalling should be considered for automatic CA allocation: 

· neighbour relation information, supported on X2 from Rel-8; 
· inter-cell path loss measurements, which could be derived from existing RSRP reporting on X2 if DL Tx power information is available;

· X2 link characteristics towards neighbour eNBs: transmission delay, maximum transmission capacity (data rate), cost per megabyte,  statistics of the link usage (e.g. information from which can be derived the risk of congestion);

· CA allocation decision (designation of central unit and cooperating eNBs / TPs).
Proposal 1: Consider X2 signalling enhancements for the purpose of automatic CA allocation.

These enhancements are proposed captured as Solution 2 in the text proposal below.

On top of these enhancements, further steps to optimize the average and cell edge user packet throughput gain may take into account the location of the served UEs. However a fully user-centric CA allocation, where the CA is composed of e.g. the 3 strongest TPs for a given UE, would result in a very high number of  overlapping CAs if all possible UE locations and other factors impacting the radio conditions were to be covered. It is still possible to build solutions that take into account such conditions as far as possible while at the same time having in mind to reduce the number of (possibly overlapping) CAs to a manageable number, e.g. by considering that:
· as many UEs as possible, and in particular cell edge UEs, should be served of a CA composed of its n strongest cells (e.g. n = 3);

· inter-CA borders should be avoided in areas with high concentrations of UEs.
Proposal 2: CAs are updated based on the spatio-temporal UEdistribution.

Below we describe two solutions that can achieve this, both possibly building on enlarged CAs as proposed in solution 1 in [1]:
· Solution 3 – CAs are updated according to the spatio-temporal user distribution in order to avoid 
· Solution 4 – allocation of shifted CAs so that the border zones between adjacent CAs are covered by overlapping CAs
Solution 3 works as indicated in Fig. 1 – the CA allocation will adapt in order to avoid concentrations of  UEs on the inter-CA border. The following information on the X2 interface may help to enable such functionality:
· X2 characteristics (per X2 interface) for the purpose of determining the suitability of the backhaul: same as for solution 2
· reporting per UE or per group of closely located UEs for the purpose of providing information about the spatial UE/traffic distribution: 
· location within the cell

· n (e.g. 3) strongest cells

· traffic load
· CA allocation decision (designation of central unit and cooperating eNBs / TPs): same as for solution 2
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Fig. 1: Principle of CA adaptation for solution 3.

For solution 4, the principle of shifted CA allocation is indicated in Fig. 2 – the allocated CAs are shifted so that borders between adjacent CAs are also covered. In such approach a given CA will use a subset of the available time/frequency resources, hence a need for partioning of scheduler resources between the CAs. The resource split between CAs could be static, because the the eNB scheduler anyway maintains full scheduling flexibility for each UE, i.e., it can schedule any UE in any one of the overlapping CAs. Obviously putting an UE into the best fitting CA achieves highest performance for this UE, but the UEs close to the transmission point (for random UE distributions about 40%) can be scheduled in any CA. Another part of the UEs can be scheduled in at least two different CAs with similar performance. Still semi static resource split,  i.e. adaptation on long term basis enabled by inter-eNB signaling, would further improve CoMP gains in deployments where it turns out that capacity demands are particularly high in some of the overlapping CAs. 
Overlapping CAs also present the advantage of lowering the interference floor by decoupling of adjacent CAs based on the tortoise concept [3]: interference between adjacent CAs that operate on the same time/frequency resources can be reduced by Tx power reduction and down-tilting of DL transmission pointing out of the CA (e.g. outgoing beams), while cell-edge coverage will be maintained due to the overlapping CAs. X2 signalling to enable control of such downtilt may be beneficial. In order to achieve this we propose to study whether the Cell Coverage State IE [4] within the ENB CONFIGURATION UPDATE message is suitable for this purpose.
For solution 4 most of the  information to be transmitted on the X2 interface will be similar to solution 2 and 3, but with some extensions as motivated above:  

· X2 characteristics (per X2 interface) for the purpose of determining the suitability of the backhaul: same as for solution 2  

· reporting per UE or per group of closely located UEs for the purpose of providing information about the spatial UE/traffic distribution: same as for solution 3
· CA allocation decision (designation of central unit and cooperating eNBs / TPs) for initial allocation: same as for solution 2
· reporting per CA for the purpose of semi-static resource split adaptation:

· number of UEs / associated traffic load for which the CA is a suitable CA

· Resource allocation decision per CA, including possible update
· Information relative to Tx power reduction and down-tilting of DL transmission pointing out of the CA (e.g. outgoing beams)
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Fig. 2: Solution 4 - edges of the triangles show cooperating transmission points serving a given CA. From left to the right, figures show one, two, three and five CA shifts.

3
Conclusion
We have proposed three solutions for definition and handling of cooperation areas, which we propose to be captured in TR 36.742. TPs are provided in annex of this paper. 
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6
Potential solutions

6.x2
Solution #2: Initial Setup of Cooperation Areas

6.x2.1
Solution description

6.x2.1.1
Functional aspects
The solution aims at reducing operators’ configuration burden for initial setup of Cooperation Areas (CAs). The solution is based on existing and new X2 signalling. 

Some parameters will still have to be configured or derived from implementation requirements, e.g. the targeted CA size in terms of number of involved cells (sectors) and eNBs.
6.x2.1.2
Analysis of protocol impacts

6.x2.1.2.1
Overview

Information exchanged on the X2 interface for this solution:

· neighbour relation information: Supported on X2 from Rel-8; 

· inter-cell path loss measurements: May be derived from existing RSRP reporting on X2, provided availability of DL Tx power information.

· X2 link characteristics towards neighbour eNBs like transmission delay, maximum transmission capacity (data rate), cost per megabyte,  statistics of the link usage (e.g. information from which can be derived the risk of congestion): X2 enhancement required, as further detailed in clause 6.x2.1.2.2.

· CA allocation decision (designation of central unit and cooperating eNBs / TPs): X2 enhancement required, as further detailed in clause 6.x2.1.2.3.

6.x2.1.2.2
Information about X2 links

Inter-eNB CoMP requires X2 control-plane signalling as per TS 36.300 (“The coordination of multiple eNBs is achieved by signalling between eNBs of hypothetical resource allocation information, CoMP hypotheses, associated with benefit metrics.”). Implementations may also require inter-eNB user-plane signalling for certain CoMP schemes (Joint Tranmission, Joint Processing). TR 36.874 [1] has shown the impact of X2 backhaul delay on the achievable CoMP benefit.  

Suitable X2 connections are therefore needed between all eNBs within a cooperation area. Suitability will require low latency but other characteristics are also important. Even if limited to control-plane signalling only, CoMP information includes some scheduling information and will therefore typically be voluminous and frequently updated. A consequence of this is that on top of the transmission delay, information about the maximum data rate, cost per data unit  and link usage statistics should be considered.

This information can be measured or collected by the eNB on IP level. A transmission bandwidth measurement may consume some resources and should therefore not be done too frequently. If the measured information is considered as invariant or quasi invariant in time, the X2 Setup / eNB Configuration Update procedures would be suitable to convey the information. However most implementations will transport X2 on a backhaul which also provides other services like S1 connectivity. The X2 characteristics will therefore depend on the load of the backhaul, and can hence be considered as a load-related information which could be transferred by the Resource Status Reporting procedure or by the Load Indication procedure, the latter choice having the advantage of avoiding unnecessary periodical reporting and enabling event-triggered reporting in for scenarios of backhaul congestion and congestion resolution.

There are also several options on how to represent the X2 link characteristics information. The main options are:

· detailed information (measured latency, max bit rate, …)

· composed metric, with 2 (e.g. “unsuitable”, “suitable”) or more code-points.  

If the X2 characteristics information is conveyed using the Load Indication procedure, signalling could be as depicted in Fig. x:
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eN B 1  

LOAD   INFORMATION   (list of <X2  links  characteristics > per peer  eNB)  

eN B 2  


Fig. x: Example of Load Indication procedure (LOAD INFORMATION message) conveying characteristics of X2 links between the eNB1 and each of its connected peer eNBs.

6.x2.1.2.3
Cooperation area allocation decision

Information about the cooperation area allocation decision would be sent by the node responsible for CA allocations towards eNBs acting as central units and cooperating eNBs. Main options are to enhance the existing Load Indication procedure (class 2) for this purpose or create a new procedure. A new class 1 procedure would have the advantage of including response and failure messages, and hence better support error handling.
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  eN B 1  

COOPERATION AREA   UPDATE  

eN B 2    

COOPERATION AREA UPDATE   ACKNOWLEDGE  


Fig. x: Example of new procedure conveying information about CA allocation decision (designation of central unit and cooperating eNBs / TPs).

6.x2.2
Solution evaluation 
6.x3
Solution #3: Adaptive Cooperation Areas
6.x3.1
Solution description

6.x3.1.1
Functional aspects
Solution 3 builds on solution 2 by adapting the allocated CAs according to the spatio-temporal UE distribution. The principle of operation is illustrated in Fig. f1. Information of UE distribution is exchanged on X2, and a node in charge of coordination adapts the CA allocation in order to avoid concentrations of  UEs on inter-CA borders. 

[image: image5]
Fig. f1: Principle of CA adaptation for solution 3.

6.x3.1.2
Analysis of protocol impacts

6.x3.1.2.1
Overview

Information exchanged on the X2 interface for this solution:

· X2 characteristics (per X2 interface) in order to determine the suitability of the backhaul connection: same as for solution 2
· reporting per UE or per group of closely located UEs for the purpose of providing information about the spatial UE/traffic distribution: 

· location within the cell

· n (e.g. 3) strongest cells

· traffic load

(further detailed in clause 6.x3.1.2.2)

· CA allocation decision (designation of central unit and cooperating eNBs / TPs): same as for solution 2
6.x3.1.2.2
Information about UEs
X2 Resource Status Reporting procedures currently supports RSRP measurements per UE. The reporting doesn’t include any explicit information about the bandwidth or resource usage per UE, so addition of such information may be beneficial in order to prioritize between UEs. Otherwise the reporting eNB2 will implicitly provide such information by only including RSRP reports for UEs with resource usage above a threshold.
Nor is signalling of the UE location within the cell explicitly supported. However some position information may be derived from the already supported information, like RSRP measurement towards the serving (reporting) cell and RSRP measurements towards neighbour cells.
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  eN B 1   eN B 2    

RESOURCE STATUS  UPDATE   ( list of < RSRP measurements,  [ resource usage], [location  information]> per served UE)  


Fig. x: Resource Status Reporting procedure conveying information about UEs.

6.x3.2
Solution evaluation

6.x4
Solution #4: Layered Cooperation Areas
6.x4.1
Solution description

6.x4.1.1
Functional aspects
This solution is based on layered CA allocation as indicated in Fig. f2, where the allocated CAs are shifted so that borders between adjacent CAs are also covered. The layered CAs are either allocated manually based on network planning tools or allocated in an automated way based on Solution 2, enhanced with functionality for inter-CA interference reduction. Layered CAs present the advantage of reducing inter-CA interference by decoupling of adjacent CAs that operate on the same time/frequency resources by Tx power reduction and down-tilting of DL transmission pointing out of the CA (e.g. outgoing beams). Cell-edge coverage in such areas is kept based on maintained power/tilt of resources allocated to overlapping CAs. 

Each CA will use a subset of the available time/frequency resources, hence a need for partioning of scheduler resources between the CAs. The resource split between CAs could be static, because the the eNB scheduler anyway maintains full scheduling flexibility for each UE, i.e., it can schedule any UE in any one of the overlapping CAs. Obviously putting a UE into the best fitting CA achieves highest performance for this UE, but the UEs close to the transmission point (for random UE distributions about 40%) can be scheduled in any CA. Another part of the UEs can be scheduled in at least two different CAs with similar performance. Still semi-static resource split,  i.e. adaptation on long term basis enabled by inter-eNB signaling, would further improve CoMP gains in deployments where it turns out that capacity demands are particularly high in some of the overlapping CAs. 
6.x4.1.2
Analysis of protocol impacts

6.x4.1.2.1
Overview

Information exchanged on the X2 interface for this solution:

· Information relative to Tx power reduction and down-tilting of DL transmission pointing out of the CA (e.g. outgoing beams)

(further detailed in clause 6.x4.1.2.2)

· Reporting per CA for the purpose of semi-static resource split adaptation:

· number of UEs / associated traffic load for which the CA is a suitable CA

(further detailed in clause 6.x4.1.2.3)

· Resource allocation decision per CA, including possible update

(further detailed in clause 6.x4.1.2.4)

6.x4.1.2.2
Inter-CA interference reduction

Inter-CA interference reduction can be achieved by reduced Tx power reduction and down-tilting of DL transmission pointing out of the CA (e.g. outgoing beams). Such Tx power reduction / down-tilting need to be done specifically at CA border cells and be limited to those time-/frequency resources that are used by the given CA. Such action may be considered as a resource-specific cell shaping, and a possible solution lies in the reuse of the Cell Coverage State IE within the ENB CONFIGURATION UPDATE message. 
	>Cell Coverage State
	M
	
	INTEGER (0..15, …)
	Value ‘0’ indicates that the cell is inactive. Other values Indicates that the cell is active and also indicates the coverage configuration of the concerned cell
	-
	-


The 15 available values of the Cell Coverage State IE allow a choice of three different settings per CA layer in case of 5 layers (overlapping CAs), and two settings in case of 6 layers. However such use of the IE would not allow for combined use of cell shaping and inter-CA interference reduction features. That would require enhanced signaling and may be achieved by an additional IE or extension of the legacy IE by e.g. 3 bits to address the CA layer.
6.x4.1.2.3
CA resource usage reporting
As described in clause 6.x4.1.1 the purpose of resource reporting per CA is to enable resource split adaptation between the CA layers. One option is to use the Resource Status Reporting procedure. The legacy procedure enables the reporting eNB to report load (PRBs) per cell, using periodical reporting. CA load reporting would require to report load within specific scheduling resources within the cell, while at the same time accumulate the load in the cells belonging to the same CA. The reporting eNB might accumulate the load figures for its served cells belonging to the same CA, but the node responsible for the resource split, receiving the reports, would still need to accumulate load figures coming from different eNBs.
Another option is to use the Load Indication procedure, which may be used on an event-triggered basis e.g. for collection of longer-term statistics for resource usage per CA, hence reducing the amount of signalling.
6.x4.1.2.4
CA resource allocation

Information about update resource split between CA layers the cooperation area allocation decision would be sent by the node responsible for the resource split towards eNBs acting as central units and cooperating eNBs. The same signalling mechanism as chosen for the initial CA allocation (Solution 2, clause 6.x2.1.2.3) may be used, e.g. a new  class 1 procedure as illustrated in Fig. x.
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  eN B 1  

COOPERATION AREA   UPDATE   (resource split information)  

eN B 2    

COOPERATION AREA UPDATE   ACKNOWLEDGE  


Fig. x: Example of new procedure conveying information about updated CA resource split.

6.x4.2
Solution evaluation

<<< TP end >>>
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