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5.3 Solutions for issue 2
The TCP RTT delay consists of three parts

· delay1: air interface delay

· delay2: backhaul delay and processing delay within LTE system

· delay3: backhaul delay and processing delay out of LTE system


[image: image1.emf]eNB S/P-GW UE Server

delay1 delay2 delay3


Figure 1 – example for TCP RTT delay
To reduce the TCP RTT delay, there are several options

5.3.1 implementation-based optimization. 

Local cache can be used to reduce delay3. If the local cache is close to the eNB, it can also reduce delay2.
5.3.2 introduce TCP Performance Enhancing Proxy (TCP PEP)

TCP PEP ([2]) has been widely discussed in IETF Performance Implications of Link Characteristics WG (PILC). A PEP is used to improve the performance of the Internet protocols on network paths where native performance suffers due to characteristics of a link or subnetwork on the path. Distinct standards track recommendations for the performance mitigation of TCP over links with high error rates, links with low bandwidth, and so on, have been developed or are in development by the Performance Implications of Link Characteristics WG (PILC). The TCP PEP is a transport layer PEP implementations. The most common PEP variant is the split connection TCP Proxy, which intercepts the TCP handshake (connection establishment) between the User Equipment (UE) and the server, becomes the TCP endpoint towards the UE and establishes a TCP connection with the server on behalf of the UE. After the connection setup, the TCP Proxy operates the separate server side (upstream) and UE side (downstream) connections asynchronously. The TCP Proxy has been investigated in Wideband Code Division Multiple Access systems as well as in LTE ([3][4][5][6][7]).

There are two further options depend on where the TCP PEP is located. 

· Option 2a: TCP PEP is deployed after P-GW/L-GW
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Figure 2 – example for TCP PEP after P-GW
This option is transparent to the UE. It does not require changes to standard. It can also use the Commercial-Off-The-Shelf TCP PEP product. 

· Option 2b: TCP PEP is collocated with the eNB
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Figure 3 – example for TCP PEP collocated with the eNB
This option is transparent to the UE. This option can be considered as eNB’s implementation, and not require changes to the standard.

5.3.3 eNB generates TCP ACK on behalf of the UE

In this option, the eNB monitors the DL TCP packet. After the eNB receives the RLC ACK from the UE, the eNB generates the TCP ACK. To avoid the UE and eNB generates TCP ACK for a same TCP packet, the UE can request the eNB to activate/deactivate this function. This option mainly reduces the period for the UE to send the TCP ACK. It is unclear how much can be saved, e.g. UE only takes 1-2ms to generate TCP ACK. 
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Figure 4 – example for eNB generate TCP ACK on behalf of the UE
There are other disadvantages for this solution:

· It is not transparent to the UE. It does not work for the significant number of existing UEs. 

· The eNB need to perform DPI for every DL packets. 

· There many types of TCP acknowledgement, e.g. delayed ACK, Selective Ack, etc. It is unclear whether the eNB needs to implementation all. If yes, it more likes a TCP PEP. 

· The eNB cannot generate TCP ACK on behalf of the UE in some scenarios, e.g. piggyback ack, timestamp, etc. UE need to first disable the optimization in eNB, then send the UL TCP packet, e.g. including the Piggyback ACK. This adds additional delay.

· It is difficult to handle the case when the UE is Handover to target eNB that does not support the optimization. Does the source eNB know the target eNB’s capability via signaling or OAM? Does the source eNB inform UE before the handover, which may delay the handover? What happens if the UE connect to an eNB that is not prepared?

· How can UE know whether eNB supports the TCP optimization? Does the eNB broadcast its capability over the air interface?

· The benefit is questionable in compare to TCP PEP based solution. 
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